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Preface

This volume contains the Proceedings of the Fifth Canadian/American Conference
on Hydrogeology, held in Calgary, Alberta, September 18-20, 1990, on the subject
of "Parameter ldentification and Estimation for Aquifer and Reservoir
Characterization”.

The present conference format started with the anonymous donation of $5000 to
the Alberta Research Council under the condition that the money be spent to
encourage the development of the discipline of geochemistry. After the success of
the first Applied Geochemistry Workshop, Banff, June 1-3, 1982, it was decided to
enlarge the scope and broaden the area of these meetings, and to bring together
scientists and practitioners from both sides of the Canada/USA border. Thus, the
idea of a series of Canadian/American Conferences on Hydrogeology was born.
The conferences were sponsored jointly by the Alberta Research Council and the
National Water Well Association. Since then, the Alberta Research Council has
been responsible for program development, running the conferences, and the
scientific editing of the proceedings, while the National Water Well Association
has handled the advertising and publication of the proceedings volume.

The Canadian/American Conferences on Hydrogeology comptise invited speakers
for subjects relevant to the conference theme, and a suite of unsolicited papers
which are grouped into broad sections corresponding to the main subjects covered
by the invited specialists. The first conference (June 22-26, 1984) dealt with
"Practical Applications of Ground Water Geochemistry". The subject of the second
conference (June 25-29, 1985) was "Hazardous Wastes in Ground Water: A
Soluble Dilemma". After the third conference (June 22-26. 1986) on the subject of
"Hydrogeology of Sedimentary Basins: Application to Exploration and Exploitation®,
it is now apparent that, from the point of view of organization and participation, it
would be better to hold the conferences biannually rather than annually. Hence,
the fourth conference on "Fluid Flow, Heat Transfer and Mass Transport in
Fractured Rocks" was held June 21-24, 1988, and the present one, the fifth, was
held in 1990.

The subject of this conference was chosen because of the increasing importance of
proper aquifer and reservoir characterization in the use of exploration, exploitation
and protection methods and techniques for water and energy resources. It became
widely accepted that natural earth materials are intrinsically heterogeneous in terms
of their properties, and that the issue of homogeneity is rather a question of scale.
Aquifer and reservoir characterization is the process of identifying and quantitatively
assigning properties, recognizing both hard and soft information and at the same
time taking into account uncertainties related to the data capture, distribution and
representativeness. This is an area of currently active research in both the
hydrogeological and reservoir engineering communities, and one of the goals of this
conference was to bridge the communication gap between the two. This goal was
attained, as attested by the subject of the papers and the interests of the
participants at the conference. The wide spectrum of subjects, and the theoretical
and more applied papers presented, indicate also the timeliness of the conference.



It is hoped that the present volume will be of interest and help to other researchers
and workers in this very challenging field.

All manuscripts submitted were subject to peer review, as well as scrutiny by the
editor. | would particularly like to acknowledge the following who acted as scientific
reviewers and provided many additional valuable comments for the benefit of the
authors and the editors:

F. Agterberg O. Guven F. Phillips
M.P. Anderson D. Hackbarth E. Poeter
S. Bachu J. Heller N. Scheier
J. Bahr M.J. Hendry R. Stein
R.E. Crowder B. Hitchon H.L. Vacher
D. Cuthiell A. Journel G. vander Kamp
A. Desbarats B.L.N. Kennett A. Vonhof
R. Dimitrakopoulos P. Kitanidis K.J. Weber
I. Ershaghi J.W. Kramers R. Wong

A. Freeze L. Lake L.P. Yuan
G.S. Fraser J. Long

J. Gale R.L. Naff

S.P. Garabedian D.W. Oldenberg

This conference would not have taken place without the encouragement and close
cooperation of the Alberta Research Council and the National Water Well
Association, and | duly acknowledge their efforts in once more supporting this
international venture. Logistical organization for the conference and the smooth
running of manuscript processing were due to the outstanding efforts of

Kathie Skogg (Alberta Research Council) to whom the editor expresses his deep
appreciation. Finally, the continued cooperative efforts of Dr. Jay Lehr, Executive
Director of the National Water Well Association, who has given enthusiastic
encouragement and the commitment of his organization, are most gratefully
recognized.
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The role of geology in parameter estimation

by John L. Wilson and Fred M. Phillips

Abstract

Parameter values assigned to
simulation models are presumably
related to the actual property

distributions of real aquifers and
reservoirs. These property distributions
are themselves a function of the
geological depositional environment and
subsequent diagenesis. Historically this
has been recognized by modellers only
when dealing with relatively large-scale
geological features. For example, in
hydrology aquifers and aquitards are
recognized, and codes are often
designed around such layered features,
as in the popular Modflow code.
Reservoir engineers typically subdivide
reservoirs into a layercake structure,
emulating an  easily recognized
stratigraphic succession that is typically
simulated using block finite differences.
Fractures, if they occur, are assumed to
follow the same orthogonal pattern.
These standard hydrologic  and
reservoir conceptualizations are easy to
visualize, program, and parameterize.
One need only assign property values to
each layer. |If desired, various zones
may be designated within each laa/er to
provide for any ’necessary’ lateral
trends in property values. There is little
formalism in picking a zoning pattern,
one simply tries different and somehow
reasonable patterns until ‘satisfied’. Yet
within each of these layers and arbitrary
zones there is additional property
variability. As is now recognized, this
smaller spatial scale of variation has
important  influences on  poliutant
modelling transport in hydrology and the
performance of oil recovery efforts in
reservoirs. There are many ongoing
studies to incorporate this varnability into

the models, and to parameterize it.

One approach to this issue employs
geostatistical models (e.g. variograms)
of the parameter space. These
geostatistical models are used to
interpolate sparse and uncertain, but
correlated measurements via kriging or
co-kriging. The kriged fields and their
covariances may in turn be used as
prior information in history matching
exercises, to provide unique and stable
inverse solutions. The parameters of
the geostatistical models may
themselves be the object of these
estimation approaches, but in almost
every case the geostatistical model is
assumed to be known, or drawn from a
small family of possible models. One
might ask if the geological world is
appropriately described by these
geostatistical models?

The real issue is that it is typical to
abandon most of our general and site-
specific geological knowledge once we
have selected a conceptual model and
begun the parameter estimation
process, even when using geostatistics.
In this paper the use of subjective
geological information in the
construction and parameterization of
appropriate  geostatistical models is
explored. In particular, the relation
between measurable hydrologic
quantities, such as permeability, and

observable geological features are
investigated. If there is a strong
correlation between the two, then

subjective geological knowledge can be
used to extend significantly, the data
sets used in parameter estimation.

John L. Wilson is Professor of
Hydrology and Director of the Hydrology
Program at the New Mexico Institute of
Mining and Technology. (Department
of Geoscience, Socorro, New Mexico



87801, USA). His present research
interests include the fundamental fluid
mechanics of porous media flow and
transpont, primarily using flow
visualization tools.

Fred M. Phillips is Associate Professor
of Hydrology at the New Mexico Institute
of Mining and Technology (Department
of Geoscience, Socorro, New Mexico

87801, USA). His research spans a
variety of areas, including geological
controls on permeability distribution in
sediments, radiometric dating of ground
water, isotopic tracing of ground water
recharge processes in desert soils,
reconstruction of fluctuations in the
water balance over the Quaternary, and
dating of landforms using cosmogenic
nuclide accumulation.



Aquifer Heterogeneity-- A Geological Perspective

by Mary P. Anderson
Abstract

Efforts to quantify heterogeneity in
aquifers involve assumptions about the
variability inherent in geological
materials. Delving into the geological
literature for help in quantifying
heterogeneity is both enlightening and
frustrating. Conceptual models of the
distribution of sediments and
sedimentary rocks in specific geological
environments, so-called facies models,
provide information about regional
sequences of deposits. The literature
also contains detailed descriptions of
site-specific deposits at the scale of
an outcrop. The petroleum literature
contributes information at the core
scale, including discussions about the
permeability of small-scale sedimentary
structures such as cross-bedding.

Hydrogeological problems, however,
are most often at a regional scale or
somewhere between the regional scale
and the scale of an outcrop. There
is very little information in the
sedimentological literature of the kind
needed to quantify heterogeneity at this
scale. In part this is due to funda-
mental philosophical differences in the
use of facies models in sedimentology
and the needs of hydrogeologists.
Nevertheless, there are at least three
insights from the sedimentological
literature that may be helpful in
quantifying heterogeneity in aquifers:

1) There are predictable sequences of
deposits at a regional scale; 2)
Geological units identified at a local

scale may provide a way of classifying
heterogeneity; 3) Interconnection of
geological units is an important feature
of heterogeneity. Numerical
experiments involving particle tracking
demostrate that interconnected units
of high hydraulic conductivity cause
preferential flow and funneling or
channeling of contaminants. An
example is presented in this paper.
Such behavior cannot be described by
a Fickian model of dispersion with
standard dispersivities. The task of
quantifying preferential flow is the most
challenging problem facing those
interested in aquifer heterogeneity.

Introduction

it seems surprising that scientists
interested in describing geological
deposits, subsurface reservoirs, and
ecosystems are only now coming to
grips with a fundamental characteristic
inherent in all such systems, namely
heterogeneity. Careful, detailed
descriptions at the local scale are
now accompanied by a desire to relate
these observations to the "big picture".
The application of increasingly
sophisticated field techniques, including
remote sensing, geophysical methods
and other types of electronic
monitoring, has made it easier to obtain
field measurements. At the same time,
the development of small powerful
computers has made it easier to
analyze large numbers of data. But
methodologies for extrapolating detailed
data sets to a larger frame of reference
have not yet been perfected.



Geologists have always been
interested in the spatial and temporal
variability in the rock record. Although
geology has traditionally been a
qualitative science, recent literature
(e.g. Cross, 1990) suggests that a
new quantitative approach, dubbed
quantitative dynamic stratigraphy
(QDS), may provide a better way of
describing geological heterogeneity.
The term QDS refers to stratigraphic
analysis using quantitative techniques
including physically based sedimenta-
tion models that simulate the deposition
of sediments through geological time.
This type of model was introduced into
the ground-water literature by Price
(1974). The development of these
models signals a shift away from the
conceptual models that had previously
been used to depict a representative
succession of deposits for a particular
depositional environment. Conceptual
models of the relation of geological
deposits typically take the form of a
block diagram and stratigraphic column
(Figure 1) showing the spatial relations
of geological units of similar
characteristics, known as facies.
Hence, the relations depicted in
Figure 1 are termed a facies model.
Facies models can be developed on at
least two scales: a local scale
(Figure 1A) and a regional scale
(Figure 1B).

MELTWATER TiILL
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Figure 1. Conceptual models of
geological facies (Anderson, 1989).

A) Till facies at a local scale showing
basal till overlain by supraglacial
sediment. The basal till consists of
lodgement till overlain by melt-out till,
which contains meltwater stream
sediment that may form a preferential
flow path.

B) Outwash succession shown at a
regional scale. The proximal, medial
and distal outwash facies assemblages
are shown proceeding from the ice
margin. A facies assemblage consists
of a distinctive suite of facies.

Walker (1984) identified four functions
of a facies model: 1) to form a norm
for purposes of comparison; 2) to
provide a framework for future
observations; 3) to help predict
facies occurrences in new geological
situations where field information is



limited; and 4) to help interpret the
processes operating in a particular
system. Facies models have been
used most successfully when fulfilling
functions 1,2 and 4. It is the third
function, however, that appeals most
to hydrogeologists who would like to
quantify aquifer heterogeneity at
specific sites where geological field
information is limited or even lacking.
Although theoretically possible, using
facies models for prediction is in fact
difficult. The fundamental rationale
behind a facies model is the belief that
there are facies transitions that occur
more commonly than would be
expected if the process of deposition
were random. The facies model
captures these trends. Even if this
supposition is true, the chief difficulty
with facies models is that the ideal
summary of a geological environment is
unlikely to be found in any given field
situation. The dilemma was best
articulated by Smith (1985): "The facies
assemblage as depicted was in fact not
actually seen in outcrop and could be
thought of as the most representative
depositional sequence that would have
resulted had nature cooperated to its
fullest. It never does, and therein lies
a large part of the problem..." Hence,
a facies model is not very helpful in
predicting the precise location of units
of high permeability, for example,
although a facies model may indicate
the likelihood that such units exist
somewhere in the deposit. It is hoped
that physically based sedimentation
models will provide better ways of
describing both the generic features
of facies as well as specific deposits.
If it is demonstrated that computer
simulations can accurately represent

facies distributions, these models will
have applications in economic geology,
in surface water hydrology to simulate
sedimentation in rivers and coastal
environments, and in petroleum
geology and hydrogeology to describe
subsurface reservoirs.

Natural scientists interested in
ecosystems are also struggling with
spatial heterogeneity. The National
Science Foundation through its Long
Term Ecological Research (LTER)
program, and the US Geological Survey
through its recently initiated program
on Water, Energy, and Biogeochemical
Budgets (WEBB), are wrestling with the
need to investigate regional systems
that incorporate some critical scale of
site heterogeneity. Eventually such
hydrological descriptions may interface
with global climate models to address
the potential effects of global climate
change on water resources.

Geologists and ecologists deal with
both spatial and temporal scales.
Theoretically, spatial variability is
more easily studied because changes
in space are apparent at any given
moment in time. Temporal variablity is
difficult to study because one must wait
for change to occur. And in the case
of geological change, the relevant time
scales exceed a human life time. The
need to study long periods of time is,
of course, what distinguishes geology
from other sciences; geologists have
developed ways of studying geological
time by analyzing the rock record. In
QDS, the problem is complicated by the
need to consider several different time
scales, from the time required to
deposit grains of sand (seconds) to
the time required to form a sandstone
(hundreds to thousands of years).



Ecologists also deal with time scales
ranging from what Magnuson (1990)
has called the "invisibie present" to
millennia (Figure 2). Long-term trends
are invisible in the one-year time frame
traditionally used to study ecosystems
(or hydrological systems). Conclusions
about trends drawn from such short-
term records can be misleading or
wrong.
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Figure 2. Spatial and temporal scales
of concern to ecologists (modified from
Franklin et al. 1990).

While hydrogeologists as well as
petroleum geologists are indirectly
interested in temporal variability,
attention is naturally focused on the
spatial variability that currently exists.

In both of these fields there is a need to
quantify geological information for input
to computer models that simulate the
movement of fluids and contaminants in
the subsurface. Proceedings from two
recent conferences (Lake and Carroll,
1986; Tillman and Weber, 1887)
suggest that petroleumn geclogists

currently face problems similar to those
confronted by hydrogeologists.
Petroleum geologists, however, have
the advantage in that in addition to
outcrop studies, they typically have
access to large numbers of cores that
allow detailed stratigraphic correlation
and analysis of geological units. This
allows for the possibility of detailed
geological characterization in reservoir
simulations (Jones et al., 1984).

In ground-water work, most efforts
to analyze aquifer heterogeneity have
invoived stochastic models that require
the assumption of stationarity. In this
framework, spatial variability is assumed
to be spatially periodic so that mean or
effective aquifer parameters can be
defined using the statistical moments of
the relevant random variable, e.g. the
mean, the variance and the covariance
of the hydraulic conductivity field. This
viewpoint incorporates the notion that
there are discrete natural units within
a random fieid. Another viewpoint
assumes continuous or evolving
heterogeneity, often described by a
fractal model. Neuman (1990)
demonstrated that a fractal model
appears to explain heterogeneity in
aquifers, as measured by dispersivity
values. Geological facies mapped at
the scale of an outcrop and facies
assemblages in regional facies models
(Figure 1B) involve discrete natural
units. It may be the fractal model of
Neuman (1920) applies between these
two extremes, i.e. within facies
assemblages defined at the regional
scale (Figure 3).
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Figure 3. Scales of heterogeneity
showing discrete natural units (facies)
at the local and regional level. The
Neuman (1990) fractal model may apply
within regionally defined facies
assemblages.

As ground-water scientists and
engineers seriously begin to attack the
issue of heterogeneity, we must ask:
"What can we learn from the geological
literature?".

Gems(?) from the Geological
Literature

We will consider two types of
geological literature-- the
sedimentological literature and the more
applied literature of petroleum geology.

It is difficult to extract information
from the sedimentological literature that
is directly useful to hydrogeologists
because geological information is
qualitative, while hydrogeology requires
quantitative descriptions of aquifer
characteristics. It could be argued that
qualitative description is an inherent
and essential feature of geological
description because there is more
variablity in geological systems than in

other types of natural systems. One
can expect a certain type of plant or
animal to occur in essentially the same
form in more than one locality. Hence,
it is possible to develop precise
classification systems for plant and
animal species. In geology too, we
can expect rock types to occur in more
than one locality but the possible
variations of a general rock type

like sandstone are so large that
cumbersome qualifiers are needed to
give a precise description of a specific
rock. Facies classification schemes
also require qualifiers such as "sand,
medium to very coarse, may be pebbly

~with solitary (alpha) or grouped

(omikron) planar crossbeds, indicative
of linguoid, transverse bars, sand
waves (lower flow regime)" (Miall,
1978). A seemingly unambiguous
quantitative descriptor like grain size
cannot capture differences in genesis
and hence becomes ambiguous when
used in geological classification. For
example, similar coarsening-upward
profiles of a sediment may indicate
deposition in an alluvial fan, delta,
barrier island, or submarine fan.
Attempts to develop a standard
terminology for alluvial facies (Miall,
1978) and glacial facies (Eyles et al.,
1983) have met with mixed reactions.
Dreimanis (1984) called the classifi-
cation of glacial deposits of Eyles et al.
(1983) "too elementary to be useful"
because the number of qualifiers used
was too small. Similarly, Kemmis and
Hallberg (1984) stressed that genetic
classification of glacial deposits must be
based on multiple criteria and criticized
Eyles et al. (1983) for not including
fabric and deformation structures in
their classification scheme.



Hence, we find that much of the
sedimentological literature consists of
detailed descriptions of facies at
specific locations, with each researcher
using a different classification system.
Such a description forms a site-specific
conceptual model of a particular
depositional system. Sedimentologists
would like to be able to use a generic
facies model as a guide to their site-
specific model. They compare their
detailed site-specific information against
the trends predicted by a generic facies
model which represents the ideal for
the relevant environment. In this way
they can identify and/or verify the
processes that formed their deposit.
Hydrogeologists, on the other hand,
would like to use a generic model to
extrapolate sketchy field data.

A good example of the approach of
sedimentologists toward facies models
is given by Fraser and Cobb (1982)
who studied a large outwash complex
in lllinois. Facies assemblages were
identified, following the accepted
generic facies model for outwash
(Figure 1B). Each facies assemblage
was described in qualitative terms and
by grain size. Representative outcrops
of each facies assemblage were
mapped in detail (Figure 4).
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Figure 4. Detailed map of a
representative outcrop in the proximal
assemblage of an outwash succession
together with grain size information
(Fraser and Cobb, 1982).

Based on these observations, details
of the processes responsible for
forming the deposits were deduced.
The general features of the outwash
facies mapped by Fraser and Cobb
(1982) have also been observed in
outwash in Wisconsin (Webb and
Anderson, 1991) suggesting that there
are points in common among
generically defined facies in different
geographic locations.

The sedimentological literature
describing fluvial systems is
voluminous. The most enticing of these
studies from a hydrogeological point of
view include the work of Miall (1985) on
architectural element analysis. Miall
(1985) described eight geometrically
and lithologically distinct deposits or
elements typically found in fluvial



systems (Figure 5A). An element
consists of a suite of facies that are
associated with a specific depositional
process. Elements combine to form
different types of fluvial environments
(Figure 5B).
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Figure 5. Architectural elements for
alluvial systems.

A) Individual architectural elements
(Miall, 1985).

B) Grouping of elements in a deposit
in Pakistan to form two river types:
model 8, which indicates a low-sinuosity
river with linquoid bars and "Platte-type
macroforms", and model 11, which
indicates a distal braidplain, typically
ephemeral (Miall, 1988).

This approach offers a start toward a
systematic classification of
heterogeneity in fluvial systems at a
scale consistent with scales of interest
in contaminant hydrogeology. Other
papers of interest include those dealing
with interconnection of sand units
(Allen, 1978; Bridge and Leeder, 1979;
Glezen and Lerche, 1985).
Interconnected units in aquifers may
form preferential paths for contaminant
movement.

Thus we find that the
sedimentological literature contains
information at three scales: generic
facies models are constructed at a
regional scale and site-specific facies
models are developed at the scale of
an outcrop, while architectural elements
offer an intermediate scale of analysis.
The petroleum geological literature has
contributed information at yet another
scale-- the core scale. The need for
quantitative geological input to reservoir
simulation models motivated petroleum
geologists and engineers to attempt to
quantify heterogeneity in terms of
permeability and grain size. For
example, Pryor (1973) defined
permeability and porosity patterns in
sands, but as Miall (1988) observed,
few reservoir studies in the petroleum
literature use this information. Weber
(1986) presented formulae to quantify
the variablity in cross-bedded fluvial
and aeolian sands (Figure 6) but such
fine detail among sands is probably
unimportant in most hydrogeological
investigations.
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Figure 6. Cross-bedding with inferred
variations in grain-size and permeability
(Selley, 1986).

Instead, it is likely that interconnected
paths of high hydraulic conductivity,
which form preferential flow paths,
are the most important type of
heterogeneity in aquifers. Dual
permeability systems in the form of
interconnected sandstones separated
by shale are also of special interest
to petroleum geologists (Weber, 1986;
Geehan et al., 1986) because shale
distribution is an important geological
control on reservoir performance.

Out of the geological literature,
then, three concepts emerge that have
immediate relevance to aquifer
heterogeneity.

1. There are predictable regional
successions of depasits that can be
deduced from the study of depositional
systems. The belief that such
successions are related to the
processes operative in a particular
depositional environment is the basis
of regional conceptual models of
geological facies.

2. Detailed mapping of facies and
architectural elements at the scale of
an outcrop may provide a way of
describing geological heterogeneity for
numerical simulation of flow and
contaminant transport.

3. Interconnection of geological units
(e.g. sands) is an important feature of
geological heterogeneity.

Cross Over to the Hydrogeological
Literature

Heterogeneities have always troubled
hydrogeologists. Meinzer (1932)
observed that: "The most formidable
difficulties result from the complexity of
the texture of water-bearing formations,
which make it hard to get reliable
figures for their two properties of
chief significance--specific yield and
permeability." The problem of
heterogeneity was temporarily solved
by Theis (1935) who developed a
technique for obtaining average values
for these two aquifer properties by
analyzing drawdown data from a
pumping test. From then on,
quantitative analysis in ground-water

hydrology used the paradigm of the

equivalent homogeneous porous
medium whereby a heterogeneous
aquifer is represented by a
homogeneous aquifer with average
properties that mimic the effects of
heterogeneity. The solution of Theis
(1935) to the heterogeneity dilemma
proved useful for solving the flow
problems that pre-occupied ground-
water hydrologists for the next
40 years.

Theis (1967) concluded from
experiments performed by Skibitzke
and Robinson (1963), that the



equivalent porous medium approach
would not work for contaminant
transport investigations: "The type

of aquifer study in which our
homogeneous model of ground water
flow is most grossly inadequate is

that dealing with transport phenomena”
(Theis, 1967). He went on to say that
reliance upon the equivalent
homogeneous porous medium
approach "will mislead us if we apply it
to problems of transport, in which we
are concerned with the actual detailed
movment of the water" and called for
the development of "a new conceptual
model, containing the known
heterogeneities of the natural aquifer".
The inadequacy of the equivalent
homogeneous porous medium
assumption was not widely recognized
until almost 10 years later with the
pioneering work of Freeze (1975) who
questioned the validity of using average
or effective parameters in modeling
ground-water flow and who introduced
stochastic simulation to the ground-
water literature.

Effective Parameters

It is clear that measurement of bulk
average parameters, such as is done in
a pumping test, cannot capture the
heterogeneity that is important in
contaminant investigations. It is also
clear that there is a lack of information
in the geological literature at the scale
of interest relevant to most practical
problems in contaminant hydrogeology.
Generic facies models are typically
formulated at regional scales-- the scale
of a river basin, an alluvial fan or a
delta, for example, while detailed
geological studies are typically
conducted at the scale of an outcrop.
Problems of contaminant hydrogeology

are generally somewhere between the
regional scale and the outcrop scale.
While summaries of hydrogeological
characteristics gleaned from the
geological literature (Anderson, 1989;
Bradbury and Muldoon, 1989; Sharp,
1989; Stephenson et al., 1989) will be
useful, attempts to quantify
heterogeneity must include detailed
site-specific hydrogeological
descriptions of the type pioneered by
Smith (1981). Recently, Davis et al.
(1990) used Miall’s architectural
elements during detailed mapping of an
alluvial aquifer. Site-specific geological
descriptions are also being compiled in
conjunction with long term tracer tests
at the Borden site (Sudicky, 1986),
Cape Cod site (Hess, 1990; Wolf and
Celia, 1989), MADE site (EPRI, 1989;
Waldrop et al., 1989), and Chalk River
(Moltyaner and Killey, 1988).

However, it is as yet unclear how
best to treat such geological detail in
analyses of flow and contaminant
transport. Frind et al. (1988) introduced
micro-scale modeling of heterogeneities
of the order of centimeters using
million-node simulations. However, for
practical application such computer
intensive simulations will seldom be
possible. Traditional ground-water
modeling assumes that it is possible to
scale up by defining effective
parameters that simulate the average
effect of small "unknowable"
heterogeneities. This is also the
approach traditionally used in reservoir
simulation (Lasseter et al., 1986, Bachu
and Cuthiell, 1990). A number of
researchers have used stochastic
analysis to define effective parameters
that consider the variation in hydraulic
conductivity about the mean as well as
the structure of the hydraulic
conductivity field.

11
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The existence of an effective
hydraulic conductivity has been
questioned by numerous researchers
including Smith and Freeze (1979),
El-Kadi and Brutsaert (1985), and
Gomez-Hernandez and Gorelick (1989),
all of whom based their conclusions on
the results of Monte Carlo simulations.
Williams (1988) questioned the concept
on geological grounds. While an
effective hydraulic conductivity may
exist for some special combinations of
hydrogeological conditions, it seems
that the concept is not generally
applicable. From the geological point
of view, doubts about the validity of a
stochastic description of heterogeneity
center around the usual assumption of
stationarity, which requires the
existence of a uniform mean hydraulic
conductivity or ensemble average for
the system being modeled. The
assumption of stationarity may be
appropriate at the scale of a locally
defined facies because a facies is a
geological unit of similar physical
characteristics. At a regional scale,
however, facies models predict the
existence of definable patterns in
geological characteristics (Figure 1B)
making the assumption of stationarity
inappropriate at this scale. Neuman’s
(1990) fractal model may describe
effective heterogeneity within regionally
defined facies assemblages (Figure 3).
It seems that in order to utilize effective
parameters on a local scale, however,
one must first identify facies
distributions and then obtain enough
hydrogeological information at the scale
of the facies to calculate effective values
for hydrogeologic parameters.

Davis et al. (1990) described the start
of this process at a field site in New
Mexico. They mapped, in detail, the
sedimentology of portions of an alluvial

aquifer using the architectural elements
and facies nomenclature of Miall. They
also measured in situ permeability using
an air minipermeameter (Goggin et al.,
1988). If such measurements could be
linked to Miall’s generic classification,

it would be possible to report
permeabilities in terms of his facies.
Such information may be transferable to
other sites.

Preferential Fliow Paths-Overview

Another unresolved issue is how to
treat interconnected units that may form
preferential flow paths. While field
studies documenting the occurrence of
connected paths of high conductivity
are few, geological facies models
suggest that paths of high hydraulic
conductivity commonly occur in many
sedimentary environments (Figure 1A).
There is no question that inter-
connected units of high hydraulic
conductivity are important in describing
contaminant movement. When referring
to the assumption of a statistically
homogeneous medium commonly used
in stochastic simulation, Williams (1988)
observed that: "hydrogeologists have
not demonstrated that the ensemble
average (or any other average) of any
hydraulic property is necessarily the
critical element of interest in the theory
of groundwater flow and transport...",
while the "identification of the so-called
fastest path is critical. It is
unreasonable to bury the identification
of the fastest path in statistical
parameters of the total rock
population." Along these same lines,
Fogg (1986) noted that: "One or two
well-connected sands among a system
of otherwise disconnected sands can
completely alter a velocity field."
Winograd and Pearson (1976) and
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Osiensky et al. (1984) noted the same
phenomenon, and Gelhar (1986)
pointed out the need to evaluate the
influence of "unmodeled heterogeneity"
on the predictions of analytical
stochastic models.

A few investigators have explicitly
addressed the importance of
preferential flow in ground-water
systems. Following the lead from the
petroleum literature, some ivestigators
(Johnson and Dreiss, 1989; Bachu and
Cuthiell, 1990; Desbarats, 1990) studied
dual permeability systems in which
sandstone bodies form interconnected
units of high permeability. Silliman
and Wright (1988) used Monte Carlo
analysis to investigate the importance
of paths of high hydraulic conductivity
within low conductivity media. They
found that for the cases they examined,
there was at least one path crossing
the three-dimensional grid along which
the hydraulic conductivity was greater
than the effective conductivity of the
medium. The implication is that
contaminants would preferentially follow
the path of high hydraulic conductivity.
Desbarats (1990) used a geostatistical
description of a dual permeability
sand/shale system combined with
particle tracking to study preferential
flow. He found that some of his
systems exhibited pronounced
channeling of particles and bimodal
breakthrough curves.

Preferential Flow Paths-An Example

Results from a particle tracking
simulation of a regional system are
presented next in order to illustrate
the way in which contaminants are
funneled through units of high hydraulic
conductivity. A hypothetical outwash
sequence was generated and repre-
sented by a 24 x 20 cell grid with four

layers. Each layer was 2 m thick
except for the top layer which was 4 m
thick (Figure 7). The areal dimensions
of the outwash were 3 km x 5 km,
represented by nodal spacings of

125 m and 250 m, respectively. Each
cell was assumed to be isotropic with
respect to hydraulic conductivity.
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Figure 7. Geometry of the system used
in the particle tracking experiments.
The configuration of the water for the
heterogeneous facies simulation of
Figure 8B is shown. Elevations and
distances are in meters.

The regional facies model for
outwash calls for three facies
assemblages: the proximal, medial and
distal facies assemblages (Figure 1B).
Two patterns of lithologies were used
in the particle tracking simulations.
Figure 8A shows a pattern in which
each of the three facies assemblages is
homogeneous; in Figure 8B each
assemblage is heterogeneous.
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Figure 8. Lithologies used in the
particle tracking simulations. Three
facies assemblages are shown: the
proximal, medial and distal facies
assemblages. Hydraulic conductivity
values for each lithology code are:

Lithology Hydraulic
Code Conductivity (m/s)

1 10

2 10

3 10°

4 10°®
A) Homogeneous facies. Each facies
assemblage is homogeneous. All
layers have the same distribution of
lithologies.
B) Heterogeneous facies. Each facies
assemblage is heterogeneous, both
areally and vertically.

Hydraulic conductivities were assigned
to each lithology code to allow a two-
order-of-magnitude constrast between
successive lithologies. Constant head
boundaries were specified at either end
of the model to create a horizontal
hydraulic gradient of 6x10™* m/m across
the length of the model. The flow
model (MODFLOW, McDonald and
Harbaugh, 1988) treated the upper
layer as unconfined and calculated the
configuration of the water table during
the simulation. The bottom and the
sides of the model were assumed to be
no flow boundaries. The water-table
configuration for each sediment
distribution is shown in Figure 9.
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Figure 9. Water-table contour maps.
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Elevations are in meters above the

datum shown in Figure 7.

A) Homogeneous facies simulation.
B) Heterogeneous facies simulation.

Particles were placed at the up-
gradient end of the system in layer 1,
1 m below the water table. One particle
was placed in each of the 24 nodal
blocks across the inflow end of the
model. Particles were tracked using
the code PATH3D (Zheng, 1989). In
the homogeneous facies simulation,
particles followed straight-line flow
paths as projected onto a horizontal
plane. In the heterogeneous facies
model, however, particles were
funneled through units of high hydraulic
conductivity as shown in Figure 10.
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Figure 10. Paths of selected particles
as projected onto a horizontal plane.
Numbers identify the particle and
indicate its starting position.

The eleven particle paths shown were
selected to delineate the preferential
flow paths. Particles 1-6 were slowed
down by the presence of a unit of low
hydraulic conductivity in the proximal
facies and travelled only ~ 200 m in the
time allowed for the particle tracking
simulation (1x10” d). Particles 13-18
discharged at the water table after
traveling about 3500 m through the
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proximal and medial facies. The rest

of the particles, which were uniformly
distributed at the beginning of the
simulation, were funneled along
preferential flow paths and are arranged
in two clusters at the outflow boundary:
particles 7-12 and particles 19-24.

The funneling effect is also evident in
the distribution of discharge at the
outflow face. A total of 72 cells form
the outflow face (the top layer is dry at
the outflow end). The 12 particles that
reached the discharge boundary in the
heterogeneous facies model exited
through 9 cells that carried 66% of the
total outflow. The 9 cells occupy only
12.5% of the area of the outflow face.
in the homogeneous facies simulation,
contaminants exited through cells that
occupied 33% of the outflow face and
carried 33% of the flow. The
channeling of contaminants in the
system with preferential flow paths
cannot be described by dispersion
parameters which assume that
contaminants will disperse as they
move downgradient. In other words,

a Fickian model of dispersion is
inappropriate in such systems (also
see Desbarats, 1990).

The arrival times of particles at the
discharge location is often of interest
in contaminant investigations (Nelson,
1978). In the homogeneous facies
simulation, all 24 particles arrived at
the discharge location in about 9x10° d.
Arrival times and locations for the 12
particles that reached the discharge
boundary in the heterogeneous
simulation are illustrated in Figure 11.
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Figure 11. Arrival times of particles at
the discharge location.

Particles arrived in two groups: a fast
group arrived in < 20,000 d and a slow
group arrived after ~ 30,000 d. The
travel times are long because the
outflow face is at the end of a regional
system, 5 km in length. From Figure 10
it is clear that the same effect would
be observed after a travel distance of
> 1500 m, that is, as particles travel
through the medial facies (Figure 8B).
Desbarats (1990) also noted biomodal
breakthrough curves for his system,
which was of the order of several
hundreds of meters in length.

Vertical gradients, although small,
were large enough to cause vertical
movement of the particles along paths
of high hydraulic conductivity. The
paths of selected particles are shown in
Figure 12. The width of the paths
shown in Figure 12 is a measure of the
transverse dispersion that would be
experienced by a solute following that
pathway.
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Figure 12. Paths of selected particles
as projected onto a vertical plane.

The geometic mean of all hydraulic
conductivities for both the
heterogeneous and homogeneous
facies models is 1.0 m/s. While
definition of a meaningful effective
hydraulic conductivity is still a matter
of debate, the similarity of means
suggests that the effective hydraulic
conductivity for the two models might
be similar. Yet, the volumetric flow
rates through the systems are strikingly
different-- 3.6 m®/d for the homgeneous
facies model and 661 m3/d for the
heterogeneous facies model. It seems
that in the heterogeneous facies model,
water is preferentially drawn through
paths of high hydraulic conductivity in
response to the applied gradient.

Results of this simulation suggest that
preferential flow paths, when present,
control the discharge location and
arrival time of contaminants. When
paths of high hydraulic conductivity are
present, the implications for solute
transport predictions are obvious. In
this study hydraulic conductivity
contrasts of only two orders of
magnitude were sufficient to produce
channeling. In the system studied by
Desbarats (1990) a contrast of 10* was
required. While it is clear that
preferential flow is important, ways of
locating preferential flow paths in the
field and ways of quantifying these
special kinds of heterogeneities for
numerical modeling are lacking.

Summary and Conclusions

Many researchers from different fields
have recently identified heterogeneity in
natural systems as a high priority focus
of research. Hydrogeologists looking
to the geological literature for help in
quantifying aquifer heterogeneity find
that: 1) conceptual models of
geological facies indicate that there are
predictable successions of deposits at
the regional scale; 2) local mapping of
geological facies using systems such as
architectural element analysis may be
helpful in defining units within a
heterogeneous aquifer for quantitative
purposes such as numerical modeling;
3) interconnection of units of high
hydraulic conductivity is an important
feature of heterogeneity.

It may be that detailed geological
mapping is required to define the
hydraulic conductivity distribution in
order to solve contaminant transport
problems at certain local scales. At
other scales lumped measures of
heterogeneity, such as effective
parameters and scaling rules (Neuman,

17



18

1990), may be adequate. However,
when interconnected units of high
hydraulic conductivity form preferential
flow paths at either a local scale
(Debarats, 1990) or a regional scale
(Anderson, 1989; Fogg, 1986;
Winograd and Pearson, 1976), lumped
parameters will not correctly describe
flow or contaminant movement. When
permeability contrasts are sufficient,
preferential flow paths may cause
channeling or funneling of flow. Such
flow does not obey a Fickian model,
making it impossible to use the
standard advection-dispersion equation
with effective dispersivity values.

We must conclude that the task of
quantifying preferential flow paths is the
greatest challenge facing researchers
studying aquifer heterogeneity.
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Using a Sedimentary Depositional Model to -
Simulate Heterogeneity in Glaciofluvial Sediments

by E.K.Webb and M.P.Anderson
Abstract

Glaciofluvial deposits usually
consist of several depositional facies,
each of which has different physical
characteristics, depositional structures
and hydraulic properties. Therefore, it
is unlikely that the property of
stationarity (a constant mean hydraulic
conductivity and a mono-modal
probability distribution) holds for an
entire glaciofluvial succession. The
process of dividing an outwash
succession into geological facies
presumably identifies units of material
with similar physical characteristics.
Therefore, hydraulic conductivity, or
other hydraulic characteristics, may
exhibit the property of stationarity at
the scale of a single facies unit.

It is proposed that patterns of
geological facies determined by field
observation can be quantified by
mathematical simulation of sediment
deposition. Subsequently, the
simulated sediment distributions can be
used to define the distribution of
hydrogeological parameters and locate
possible "fastest paths" for contaminant
movement. To test this hypothesis, a
hypothetical glacial outwash deposit,
based on geological facies descriptions
contained in the literature, was
simulated using a sedimentary
depositional model, SEDSIM, to
produce a three-dimensional description
of sediment grain-size distributions.
Grain-size distributions were then used
to estimate the spatial distribution of
hydraulic conductivity. Subsequently, a
finite-difference model was used to

simulate ground-water flow through the
hypothetical glacial outwash deposit.
This represents a first step in
describing the spatial heterogeneity of
hydrogeological characteristics for
glaciofluvial and other braided stream
environments.

Background

Accurate tracking of
contaminants in the subsurface
depends on a detailed understanding of
spatial heterogeneities. Determining
the distribution of hydraulic properties,
however, can be enormously time
consuming or impossible depending on
the geological environment. For this
reason collecting the geological detail
necessary for adequate predictions of
fluid velocity fields is a major research
problem. Ways to approach this
problem include detailed field
description, mathematical descriptions
of geological heterogeneity, and
geological facies models.

One can attempt to develop
deterministic models of a given area
based on detailed field mapping at
several scales (Molz et al., 1983). For
example, Lake (1990) and others made
more than 10,000 hydraulic conductivity
measurements using a mini air-
permeameter (Goggin et al., 1988;
Chandier et al., 1989) on an eolian
sandstone outcrop hundreds of meters
in length. Lewis and Lowden (1990)
coupled photo-mosaics with detailed
permeability measurements to produce
lateral permeability profiles for a
shallow-marine sand body of
approximately the same size. Kung
(1990) traced preferential flow paths in
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the vadose zone by observing the
residue of red dye overa 3.0 m x 3.6 m
plot in increments as small as 10 cm.
Irrespective of the method,
deterministic, observation-oriented
studies require enormous effon.
Geophysical methods have also been
used to produce detailed maps of
spatial heterogeneity. Two
developments in this area include
measuring the coupled fluid and electric
current flows in porous media (Haupt
and Martin, 1990; Sill, 1983; Ishido and
Mizutani, 1981) and cross-hole
tomography (Long et al., 1989). These
offer a non-destructive means of
measuring in situ properties, but are
usually hindered by inadequate ground
truth. With both direct observation and
geophysical approaches, a conversion
is often required to transfer the
estimated value from the scale of
measurement to the scale of interest.

Mathematical approximations can
be used to estimate hydraulic
properties using limited site-specific
data or information about the general
geological environment. Mathematical
treatment includes statistical methods
such as indicator variograms (Johnson
and Dreiss, 1989); cross
semivariograms (Istok et al., 1988);
conservation scaling (Shouse and
Sisson, 1990); empirical Bayes
regionalization (Butcher and Medina,
1990); intrinsic random functions of
order k (Dimitrakopoulos, 1990a;
Dimitrakopoulos, 1990b); pseudo
functions (Lake, 1990), and
geostatistical analysis of unsaturated
material properties (Greenholtz et al.,
1988). These methods generally
represent extrapolations of an existing
data set based on assumptions of

randomness or quantifiable trends.
Therefore, their accuracy is dependent
on the detail of the initial data, similar
to deterministic models. Other
mathematical descriptions include
viewing geological materials as self
similar following a fractal model
(Menduni, 1990; Wheatcraft and Tyler,
1988; Hewett, 1986), or spatially
periodic and stationary under a
stochastic model (Dagan, 1987,
Vomvoris and Gelhar, 1987). At certain
scales either of these methods may be
valid, but fractal models may be limited
to discrete size intervals (Anderson,
1991a) and the assumption of
stationarity may not be valid for
regional scales. There are, therefore,
certain length scales and/or entire
environments to which these models
may not apply.

A third approach, the use of
geological facies models to guide either
sampling or modeling, has been
proposed by Anderson (1987, 1989)
and Fraser and Bleuer (1987). Facies
models have been described for several
environments including glacial and
glaciofluvial systems (Eyles et al., 1983;
Ashley et al., 1985; Fraser and Cobb,
1982). A successful facies mode! as
applied to hydrogeological
investigations must " characterize
spatial trends in hydraulic conductivity,
... predict geometry of hydrogeological
facies from limited field data, ...
describe horizontal trends in hydraulic
conductivity and establish a method for
calculating the anisotropy in hydraulic
conductivity for each facies" (Anderson,
1989). Defining the areal distribution of
storativity and porosity could also be
included in this list. Davis et al. (1990)
have had some success in correlating



hydrogeological parameters with suites
of facies known as architectural
elements (Miall, 1985).

Finally, process simulation
models can be used to estimate the
geometry and distribution of spatial
heterogeneities. By this approach
geological processes can be simulated
using theoretical or empirical laws.
However, unlike groundwater flow
models, there are no simple analytical
solutions with which to compare these
simulations. Therefore, well defined
and well understood site-specific data
must be used to validate the
combination of theory, assumptions,
and mathematical methods used in
such models. Once this step has been
accomplished, it may be possible to use
these codes with more limited field
data. Most process simulation models
are designed to reproduce narrowly
defined geological environments. Early
models described deltaic sedimentation
(Bonham-Carter and Sutherland, 1968),
deposition rates for alluvial fan
successions (Price, 1973), and
floodplain migration (Bridge and Leeder,
1979). More recently, Juergens (1990),
and Juergens and Small (1990)
described a model that simulates the
aggradation of a meandering river
channel. Other models are more
general, being based on theoretical
laws of fluid motion and empirical
equations describing erosion and
deposition. One of these, SEDSIM by
Tetzlaff and Harbaugh (1989), has
been used to simulate several rather
diverse geological environments
including: modern and ancient braided
stream deposits (Scott, 1986);
submarine deltaic successions (Tetzlaff
and Harbaugh, 1989); modern deltas

(Koltermann and Gorelick, 1990);
and glacial outwash successions (Webb
and Anderson, 1990).

Geological facies models
can indicate the trends in
hydrogeological parameters but do not
quantify them. Process simulation
models may offer a method for
quantifying the distribution of sediment
properties described qualitatively in
facies models.

Objectives

It is proposed that patterns of
geological facies determined by field
observation can be quantified by
mathematical simulation of sediment
deposition. Subsequently, the
simulated sediment distributions can be
used to define the distribution of
hydrogeological parameters and locate
possible "fast paths" for contaminant
movement.

For this study, SEDSIM (Tetzlaff
and Harbaugh, 1989), was used to
simulate a glaciofluvial outwash
succession. The model was calibrated
to qualitative facies descriptions and
limited grain-size data reported by Cobb
and Fraser (1981) and Fraser and
Cobb (1982). The resulting estimates
of grain-size distribution were converted
to estimates of hydraulic conductivity
using the method of Hazen (Freeze and
Cherry, 1979). The distribution of
hydraulic conductivity was then used to
construct a two-dimensional, areal
ground-water flow model using
MODFLOW (McDonald and Harbaugh,
1988). Finally, a particle tracking code,
PATH3D (Zheng, 1989) was linked to
the ground-water flow code to trace the
movement of water particles.



Glaciofluvial Sediments

Glacial meltwater carries large
quantities of sediment away from the
ice margin. The coarser material is
usually deposited in alluvial fans or
plains and is commonly referred to as
glacial outwash or sandur (sand plains,
Smith, 1985). The lateral extent of
these outwash deposits is a function of
water volume and lateral boundaries.
Where the melt water is confined to
narrow valleys, outwash may extend 50
km in length, as in the valley of the
Wisconsin River, Wisconsin. As
meltwater moves across broad, flat,
alluvial fans, is spreads out increasing
surface shear which reduces flow
velocity. As the energy of the water
dissipates, coarse sediment is rapidly
deposited. The coalescence of several
braided stream successions form
alluvial plains, analogous to bajada of
the Basin and Range Region of the
western U.S.A. However, outwash
successions are unique among alluvial
deposits due to "fluctuating ice margins,
buried and transported ice blocks, and
highly seasonal and weather-dependent
discharge variations” (Smith, 1985).

Suspended sediment loads have
been measured in the range of grams
per liter, but due to the difficulty in
observation, bedioad is less well
defined (Smith, 1985). Both suspended
and bedload sediment discharge are
believed to vary exponentially with
discharge rate (Kang, 1981; Hammer
and Smith, 1983). Bedload is a major
component of total transport and may
exceed 50% (Church, 1972; Hammer
and Smith, 1983; Smith, 1985).

Both the geomorphology and
sediment characteristics (facies

assemblages) can be divided into
zones related to distance from the ice
margin. Here, the terminology of
Fraser and Cobb (1982) is adopted for
the description of deposits in the
various facies assemblages.

The marginal zone or
assemblage is closest to the ice
margin. Its width depends on
fluctuations of the ice margin. Deposits
consist of 1. muddy cobble gravels; 2.
laminated muds; 3. cross-bedded sand
and gravel; and 4. massive cobble
gravels. This zone is characterized by
higher relief and topographic gradient, a
lack of erosional features, mud flows
and other mass movement, a small
percentage of washed, bedded
material, and extensive lateral
compressive and vertical load
deformation (Figure 1A). This
succession is not dominated by water-
lain deposits and therefore cannot be
modeled by SEDSIM.

The next two facies assemblages
away from the ice margin are the
proximal and medial zones,
respectively. The boundary between
the proximal and marginal zones occurs
where washed sediments begin to
dominate in the proximal zone.
Differentiating between proximal and
medial deposits depends on distinctions
in texture and bedding styles, but the
two are closely related genetically
(Cobb and Fraser, 1981). Generally,
the proximal assemblage is dominated
by very coarse sediments in irregular
and discontinuous strata defined as 1.
crudely bedded cobble gravel, 2. cross-
bedded sand, and 3. ripple-laminated
sands and silts (Figure 1B) (Fraser and
Cobb, 1982). Coarse cobble gravels
are the dominant feature, indicating
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Figure 1. Facies assemblages
described by Fraser and Cobb (1982).
A. Marginal assemblage; B. Proximal
assemblage; C. Medial assemblage;
D. Distal assemblage.

rapid deposition from bedload
commonly in the form of longitudinal
bars. The medial assemblage consists
of "finer-grained and better sorted
(material with) the sand-to-gravel ratio
... higher and the gravel fraction ...
finer-grained ... with trough and planar
cross beds comprising 80% of the
stratification” (Figure 1C) (Fraser and
Cobb, 1982). Facies in this
assemblage include 1. cross-laminated
sand and fine gravel, 2. crudely bedded
gravel, and 3. ripple-laminated sands
and silts. The distal assemblage
consists of parallel-laminated muds and
fine-grained cross-bedded sands in
equal amounts, with a some ripple-
bedded sand and silt (Figure 1D) which
were probably deposited in a ponded
environment. A similar succession of
deposits is described for Glacial Lake
Wisconsin by Clayton and Attig (1989)
and Brownell (1986).

The proximal, medial, and distal
assemblages are dominated by water-
lain sediments, and therefore can be
simulated using SEDSIM. A calibration
standard was developed from statistical
analysis of grain-size data reported in
Fraser and Cobb (1982) and Cobb and
Fraser (1981). Figure 2A-D shows the
distribution of bulk gravel, sand, silt,
and clay percentages for the four
assemblages which were used as the
calibration standard in our application of
SEDSIM. Notice, that between the
marginal and proximal assemblages,
the initiation of water-dominated
transport removes the silt and clay
fraction and increases the percent
gravel. From the proximal to the distal
assemblage, gravel percent decreases
and sand percent increases. Finally,
silt and clay become significant again in



the distal facies and gravel is no longer

present.
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Figure 2. Observed values of percent
gravel, sand, silt, and clay in each of
four facies assemblages from Fraser
and Cobb (1982), Cobb and Fraser
(1981). A. Percent gravel; B. Percent
sand; C. Percent silt; D. Percent clay.

Figure 3A-D shows histograms of
the mean grain size for each
assemblage. These histograms are
based on limited data, but seem to
indicate compound distributions.

C

No statistical tests were performed to
substantiate this speculation. Figure
3A, which represents the marginal
assemblage, indicates a bimodal
distribution. This observation
corresponds to the expected presence
of generally fine-grained material
(muddy cobble gravel, laminated mud)
as well as coarser sediments (cross-
bedded sand and gravel, massive
cobble gravel). Figure 3B and 3C,

show a continuum between coarse- and

fine-grained sediments, indicative of
sorting. Figure 3D, which represents

grain sizes in the distal facies, shows a

bimodal (or even tri-modal) distribution

that may correspond to the three facies

types, namely laminated mud, cross-
bedded fine sand, and ripple-bedded
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sizes for the marginal, proximal, medial

and distal assemblages from Fraser
and Cobb (1982), Cobb and Fraser
(1981). A. Marginal assemblage; B.
Proximal assemblage; C. Medial

assemblage; D. Distal assemblage.



SEDSIM: A Process Simulation
Model

SEDSIM (Tetzlaff and Harbaugh,
1989) is a deterministic, three-
dimensional, dynamic, process-
simulation computer code that
describes the flow of water over a
sediment surface. Fluid motion is
describe by the Navier-Stokes equation.
Modified versions of formulas by
Kalinske (1947) and Laursen (1958) are
used to describe the transpon of a
mixture of different sediment grain
sizes.

Like other deterministic models,
SEDSIM produces a unique set of
output for each array of input
parameters. However, comparison of
model output may indicate chaotic
behavior because small differences in
input parameters can cause
dramatically different output. The
SEDSIM code operates in three-
dimensional space, allowing packets of
water to move across an irregular
topographic surface. At specified
intervals, the energy regime is
evaluated for each water element and
erosion or deposition occurs. To
simplify the flow equations, a constant
vertical velocity is assumed for each
fluid element. This simplification
eliminates the formation of bedforms
dependent on a changing vertical
velocity profile. It also limits SEDSIM
output to estimates of bulk (spatially
averaged) sediment propetrties. As
a result, the two-dimensional cross
sections of sediment deposits may not
be correct at small scales. For this
reason, we focus on the areal
distribution of sediments.

Input requirements of SEDSIM

include initial conditions, boundary
conditions, and parameters controlling
run time. Input files include the
following parameters: number of grid
nodes and their dimensions; starting
topography; the density and mean grain
size for four sediment types; the
location, flow rate, total sediment load,
and the percentage of each of the four
sediment types for each water source;
the distribution of sediment types
beneath the initial topography; total
time of flow; and several factors that
allow erosion and deposition to be
estimated for a short time and then
extrapolated over longer periods to
reduce computer effort. Several
parameters, one of which is the
Mannings roughness coefficient, are
fixed at pre-determined constant values
within the code. The inflexibility caused
by pre-setting these values is a
weakness identified by Gorelick and
Koltermann (pers. comm., 1991) and
should be corrected in future versions
of the code.

The code produces an estimate
of the three-dimensional distribution of
up to four specified grain types,
changes in topography, and the status
of water elements within the grid
boundary. Sophisticated graphical
output to display sediment accretion is
available for use with work stations
operating on Silicon Graphics UNIX.

Limitations

Several important limiting
assumptions are inherent in the version
of SEDSIM that we used. These
assumptions were required to reduce
computational requirements. First,
assuming a constant vertical velocity



profile restricts the ability of the

model to simulate sedimentary
structures. Consequently, the model
has limited vertical and horizontal
resolution, and produces only estimates
of the bulk sediment grain-size
distribution. Therefore, the minimum
size of model cells must be large
enough to encompass several of these
bedforms. Similarly, the thickness of
simulated sediment deposits is
controlled by the time-step specified for
model output. Longer times, produce
thicker successive layers. These layers
must also encompass several bedforms
in order to average sediment
properties.

Second, SEDSIM allows the
division of sediment grain sizes into
only four sediment types. These are
defined by mean grain diameter and
density. Model output is reported in
terms of the thickness of these four
sediment divisions. Limiting the grain
size continuum to only four types
restricts resolution of the cumulative
grain-size curve.

Third, as the energy regime of
each fluid element is evaluated for
erosion or deposition, depth of flow is
determined by dividing the volume of
the fluid element by the area of a grid
cell. In other words, each cell
containing a fluid element is considered
to be submerged, and erosion or
deposition occurs uniformly over the
cell. For subaqueous environments
such as river deltas, cell size is
unimportant. However, for sub-areal
environments, the cell width chosen
should be controlled by the average
channel width. For example, to
simulate a meandering river, the cell
size should be no larger than the width

of the channel and ideally only a
fraction of the width.

Finally, current versions of
SEDSIM assume a constant flow rate.
Few geological processes occur at a
constant rate. For instance, most
sediment transport by glacial meltwater
occurs only during two to three months
of summer, with diurnal variations and
storm events. In our simulations only
the annual summer flood was deemed
significant, and smaller scale variation
was ignored.

These four assumptions place
different and somewhat conflicting
limitations on the use of SEDSIM. For
example, the minimum grid size and
minimum time step length imposed by
the lack of a vertical velocity profile
must be balanced against the maximum
cell size defined by channel width in
sub-areal environments.

To circumvent these restrictions,
a regional depositional system was
simulated, using large grid cells (200 m
X 200 m). At this scale, the localized
influence of bedforms is negligible and
mode! estimates of grain size represent
bulk averages. For the braided stream
environment, it was assumed that most
sediment transport occurs during three
months in the summer, so that 1 year
of model time represents 4 years of
summer floods. Thus 50 model years
represent 200 actual years, the total
length of the simulation. During
flooding the outwash plain is
submerged by meltwater so that a
single fluid element in the simulation
represents the movement of water in
many small, interconnected channels.
The code was not modified to allow
more than four sediment types,
although this could be done for future



simulations. Because, the shape of the
cumulative grain-size curve was used to
help predict hydraulic conductivity, the
lower limit of hydraulic conductivity is a
function of the grain size chosen for the
finest of the four sediment types.

Model Input

The SEDSIM code was used to
simulate a 4000 m x 4000 m area
divided into 20 rows and 20 columns.
The initial topography was specified as
a planar surface with a 1% dip to the
west representing a lake bed which
underlies the outwash described by
Fraser and Cobb (1982). Subsequent
simulation of deposition produced
irregular topography on this original
planar surface. Nineteen fluid sources
were specified along the eastern edge.
This simulates a set of distributed melt
water sources and ignores the possible
occurrence of catastrophic discharge
through tunnel channels (jokulhlaups).
The discharge for each source was set
at 30 m¥s (total discharge 570 m¥s) an
approximation from valley glaciers
(Church and Gilbert, 1975). Initial
velocities were set at 0.5 m/s toward
the west with minor perturbations of
0.001 m/s to the north/south. This is a
conservative estimate, velocities may
be much greater in the proximal and
medial zones. Total sediment load,
including suspended and bed load, was
set at 2.8 kg/m® divided into the four
sediment types with the following
distribution: 10%, 25%, 15%, 50%, from
largest to smallest grain size. Initial
source sediment loads correspond to
the percentage of gravel, sand, silt and
clay in local glacial till. The model was
run to simulate the three months of

summer flood then was dormant for the
remaining nine months of the year. A
single simulation was extrapolated to
represent 10 years of sediment
accumulation. Twenty simulations were
run to produce a total simulation time of
200 years.

The four sediment types were
defined as 8 mm (gravel), 1 mm
(coarse sand), 0.25 mm (fine sand),
and 0.06 mm (silt-clay) with constant
density of 2650 kg/m®. Definition of the
four sediment types controls the
resolution of the cumulative grain-size
curve for the simulated deposits. For
instance gravel in glacial outwash
ranges from 2 mm up to the size of
cobbles (64 mm - 256 mm) and
boulders (> 256 mm). If we had
chosen the grain size representing
gravel to be 100 mm and the next
smaller sediment type to be 1 mm (very
coarse sand), the model would predict
that all deposition of the first sediment
type occurs at the glacial margin, when
in fact, material coarser than 1 mm may
be transported a great distance from
the ice margin. As a consequence of
choosing 8 mm for the largest grain
size, we can trace the transport of
gravel to the proximal and medial zones
which would be expected in the field,
but the model also underestimates the
percent gravel near the glacial margin.

SEDSIM Results

SEDSIM estimates the thickness
of each sediment type deposited over
each cell for each time step, along with
estimates of the final surface elevation.
Simulated deposits ranged from 0 to 12
m in thickness for the 200-year
simulation. These high rates of
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deposition were documented in studies
of the depositional history of northern
lllinois (Cobb and Fraser, 1981). The
initial model input was formulated so
that each east-west row of cells began
with identical surface topography, fluid
sources (+/- minor perturbations) and
sediment types. SEDSIM tended to be
chaotic, in that small differences in
input parameters gave very different
results. Consequently, we could
calibrate the model to only one set of
input parameters; attempts to test the
sensitivity of the calibrated model to
variations in parameter values produced
an uncalibrated model.

Because we were unable to
produce a suite of calibrated models for
statistical analysis, the sediments
deposited in each row of the model
(excluding the two outside rows) were
considered to represent separate
realizations of the same flow system.
We justify this approach by noting that
we are not trying to reproduce an exact
field location, but to simulate a realistic
hypothetical case. Therefore, the bulk
grain-size estimates for all cells in a
column were treated as belonging to
the same underlying distribution. This
allows an estimate of the mean and the
95% confidence interval of grain sizes
in each column to represent the
variability in a single calibrated
simulation. The distribution of percent
of each sediment type was estimated
and matched with those observed by
Fraser and Cobb (1982).

Figures 4A-C show the simulated
results compared with observed values
for three grain types of gravel, sand,
and fines (silt and clay). In each
diagram the stippled area indicates the
95% confidence interval of grain sizes
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Simulated values of percent sand
(Figure 4B) show a nearly perfect
match with observed values. Simulated
gravel percent (Figure 4A) is much
lower in the proximal succession, and
too high for the distal succession, but
general trends are similar to observed
values. Fines (Figure 4C) match well in
all but the distal assemblage. A
possible explanation lies in having fixed
values for transport parameters and
roughness coefficient over the entire
length of the simulation (Gorelick and
Koltermann, 1991, per. comm.).
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It is likely that the low gravel
percent estimated by SEDSIM is a
function of the grain size chosen for the
coarsest sediment type. The estimates
of transport of 8 mm size particles or
less may be correct; and the difference
between SEDSIM estimates and the
observed values may represent
material coarser than 8 mm. Because
the sand fraction is the dominant
constituent in all but the proximal
assemblage, it was treated as the most
significant calibration target. The
relatively small percentage of fines
makes it difficult to identify variations or
trends. However, it appears that the
relative percentage of fines increased
from approximately zero in the proximal
zone to 5% in column 20 (marginal
zone). The estimated sediment
distributions of both gravel and fines do
not match observed values for the
distal assemblage. However, for the
proximal and medial assemblages,
grain-size estimates are considered
appropriate.

In Wisconsin, the transition
between the medial and distal zones
occurs between 10 and 50 km from the
ice margin, or where outwash streams
emptied into proglacial lakes. To
reduce computational requirements the
model did not simulate the distal zone
in our application. In future work it
would be desirable to increase the
number of sediment types handied by
SEDSIM and extend the length of the
model grid to improve estimates of the
coarser and finer sediment grain-size
fractions.

Ground-Water Flow Model

Sediment grain-size estimates,
from SEDSIM, were translated to
estimates of hydraulic conductivity
using a method after Hazen (Freeze

and Cherry, 1979) where

K=Ad,,

K Hydraulic
conductivity

A Proportionality
constant, equal to 1
for K in cm/s and
d,, in mm.

d,, Characteristic
measure of grain
size. Defined to be
the grain size
where 10 % of a
sample by weight is
finer.

This simple transformation was
used to produce relative estimates of
hydraulic conductivity allowing the
identification of paths of higher
conductivity. More complex
approximation techniques are available,
but the limited resolution of the
cumulative grain-size curve produced
from four or fewer than four points
taken from the four grain size types
makes estimation of grain sorting
difficult or impossible. Therefore, the
simplest estimation technique was
chosen. Conductivity estimates by this
method should not be considered
absolute. However, in applying this
model to a specific site, it may be
possible to determine the localized
relation between conductivity and grain-
size distribution. The resulting areal
distribution of hydraulic conductivity is
displayed in Figure 5. Two regions of
higher hydraulic conductivity are evident
along rows 5-8 and 12-15. Other
model realizations produced from 1 to 6
such channels. The number of



channels appears to be a function of
the number of sources, their spatial
density, and variations of velocity.

ESTIMATED HYDRAULIC CONDUCTIVITY

10
COLUMNS

Figure 5. Map of the areal distribution
of hydraulic conductivity in cm/s.
Hatched areas indicate areas of high
conductivity.

The values of hydraulic
conductivity were evaluated statistically
as components of a single underlying
distribution. Figures 6A,B display a
histogram and box plot of all
conductivity values. Generally, the
distribution appears to be unimodal with
some skew toward lower conductivities.
A large spike of low conductivities is
located at -2.4 in log K units. This is
explained by the fact that as the
percent of fines increases, resolution in
determining the d,, grain size is lost.

As a result, the minimum estimate of
hydraulic conductivity becomes a
function of the diameter of the smallest
sediment type.
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'Figure 6. Histogram and box plot of the

hydraulic conductivity in Log K units
estimated from SEDSIM grain-size
distributions.

The overall geometric mean of
hydraulic conductivity is 4.1 x 102 cm/s
with a range from 4.4 x 10® to
2.1 x 10" cm/s. Figure 7 shows the
mean and range of conductivities for
each column. Both values decrease
with distance from the glacial margin.
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Figure 7. Trends in hydraulic
conductivity with distance for the glacial
margin estimated from SEDSIM
sediment grain-size data.

The ground-water flow code
MODFLOW (McDonald and Harbaugh,
1988) was used to simulate a simple
ground-water flow system. An areal
discretization, similar to that employed
for SEDSIM, was used to divide an
area of 4000 m x 4000 m into 200 m x
200 m cells, producing 20 rows and 20
columns (Figure 8). Conductivity
estimates derived from the SEDSIM
output were assigned to cells in the
flow model. The system was treated as
confined, with constant cell thickness of
10 m. Constant head boundaries were
set to 48 m along the eastern edge and
10 m along the western edge, thereby
establishing a fixed regional hydraulic
gradient. Thus, local variations in
hydraulic gradient are the result of the
conductivity distribution. Although
SEDSIM produces a three-dimensional
approximation of sedimentary
characteristics, the vertical profiles are
not accurate because the model
assumes a constant vertical velocity

profile. For this reason, one layer of
the simulated sediment deposit was
translated into a two-dimensional areal
distribution of hydraulic conductivity and
assigned an arbitrary constant
thickness of 10 m for input into the
ground-water flow simulations. A
uniform hydraulic gradient was specified
across the system to induce ground
water to flow from the proximal to the
medial facies assemblage. This flow
orientation is realistic for outwash
deposits in Wisconsin. We did not
consider the effects that unconfined
flow or recharge might have on the
system because we wanted to isolate
the effects on the flow field caused by
heterogeneities.

FLOW
—— 5 SPECIFIED HEAD
COLUMNS 15 BOUNDARY

Individual cell is
200mx200mx10m

PECIFIED HEAD
S BOUNDARY
10m

Figure 8. Schematic diagram showing
the hypothetical confined aquifer
simulated by MODFLOW.

The results from a steady-state
simulation showing the areal distribution
of hydraulic head are (Figures 9 A,B).
The troughs in the potentiometric
surface evident in Figure 9B correspond
to the regions of higher hydraulic
conductivity shown in Figure 5.
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Figure 9. Areal distribution of hydraulic
head in meters. Flow is from right to
left. A. Contours of heads;

B. Potentiometric surface.

Particle Tracking
The program, PATH3D (Zheng,

1989) was used to trace water particles
through the constructed flow system.

The code links directly with MODFLOW,
using some of its input packages. Two
functions are performed by PATH3D.
First, it determines the velocity field
based on hydraulic conductivities and
the applied hydraulic head. Second, the
location and velocity of particles is
recorded for a specified period of time.

Input to PATH3D, in addition to
the input files for MODFLOW, include
the number of particles, the time frame
of particle movement, several iteration
and output control parameters,
estimates of porosity, along with the
initial x, y and z locations for each
particle. In this study, the simulation
was of the release of 100 particles from
the eastern boundary of the model at
increments of 40 m. A constant
effective porosity of 15% was assumed
as a constant over the model area.

Figure 10 shows the paths taken
for a select number of particles. An
average particle velocity of 2.7 x 107
cm/s would be expected, given a
constant hydraulic gradient of 0.01,
effective porosity of 0.15, and the
geometric average of hydraulic
conductivity estimated from grain sizes
(4.1 x 102 cm/s). However, for the 100
particles tracked, the average particle
velocity was 30% higher or 3.5 x 10®
cm/s with a range of 1.7 x 10* to 7.4 x
10° cm/s. More than 60% of the
particles moved with a faster-than-
average velocity by foliowing the paths
of high conductivity.
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Figure 10. Paths of selected patticles
indicating convergence and channeling
caused by areas of high hydraulic
conductivity. Flow is from right to left.

Conclusions

Our work shows that a process
simulation model can produce a gross
representation of the regional
distribution of sediment grain sizes
expected in the braided stream
environment of northern lilinois, but the
simulation is subject to numerous
limitations and assumptions. Grain size
information was converted to estimates
of hydraulic conductivity and used to
simulate groundwater flow through the
constructed aquifer. Simulations of flow
with particle tracking indicate that paths
of higher hydraulic conductivity can be
expected at the regional scale in this
outwash environment. These regions
of higher hydraulic conductivity, if
present, would channel flow and
contaminants. Similar channeling
effects were reported by Desbarats
(1990) and Anderson (1991b).

Our simulation results point to

several limitations of SEDSIM for
simulation of fluvial environments. The
minimum cell size and consequently the
spatial resolution in the grain-size
distribution are limited by the
assumption of a constant velocity
profile. Description of the grain-size
continuum by only four sediment types
reduces the accuracy in estimates of
characteristic grain-sizes such as d,,.
As a result, estimates of hydraulic
conductivity are directly related to the
grain diameter chosen for the smallest
sediment type. In a fluvial environment
maximum cell size can be no larger
than the total channel width. Finally,
the version of the model we used was
unable to handle variations in discharge
rate.
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Hydraulic Conductivity Predicted as a Function
of Grain Size, Sorting and Porosity for
Dune, Washover and Foreshore Depositional
Environments on a Barrier Island, Florida, U.S.A.

by Rick J. Stebnisky and H. Leonard Vacher

Abstract

Permeameter analysis of 90 undis-
turbed, triaxially oriented sediment cores
indicates that sediments recently deposit-
ed on Anclote Key, a west-central Florida
barrier island, are heterogeneous and iso-
tropic with respect to hydraulic conduc-
tivity (K). Statistical analyses show that
factors affecting K are complex and inter-
related. Mean grain size is the only vari-
able consistently affecting K for all three
depositional environments (dune, wash-
over and foreshore) and the total data
set. Overall, statistical correlations sug-
gest that K increases with mean grain
size, porosity, improved sorting, and as
skewness becomes more positive. For
any single variable, these correlations
generally are weak and account for only a
small percentage of the variance. Hy-
draulic conductivity, therefore, seems to
be best described by a multivariate func-
tion.

The Kozeny-Carman equation was
modified to incorporate a grain-sorting
factor patterned after the Krumbien-Monk
equation. For the fine-grained, very well-
sorted sands of this study, the modified
equation predicts K values that average
only 1% lower than permeameter mea-
surements of K for the 7 data groups, and
1% higher than permeameter measure-
ments of K when considering each of the
30 triaxial samples. These data indicate
that K values for any given sample can be
predicted to within + 30% of its measured
value, with 95% confidence, by:
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K =1[450d,.% [n°/(1-n)*] [e™¥]

where K is hydraulic conductivity (cm/s);
d, is mean grain diameter (cm); n is
porosity (fraction); and S, is the phi sorting
coefficient. This empirical relation expres-
ses K as a product of a size-shape factor,
a porosity factor, and a sorting factor.

This equation is suggested for purposes
of estimating hydraulic conductivity for un-
consolidated sands from beach-related
environments. Values for the necessary
variables can be obtained easily and inex-
pensively by routine laboratory analysis of
sediments.

Introduction

Knowledge of how grain texture affects
the variability of hydraulic conductivity (K)
can be useful in predicting flow pheno-
mena. If textural parameters can be re-
lated to specific depositional environments,
then trends in K may be inferred from
studies of depositional geometries and
paleoenvironments of the sediments under
consideration. Accordingly, the purpose of
this study is to quantify the effects of a
variety of textual parameters on K for
recently deposited, unconsolidated
sediments of volumetrically important
depositional environments of a barrier is-
land. The three environments are the
foreshore, dune and washover environ-
ments; the barrier island is Ancote Key,
Pinellas and Pasco Counties, Florida. A
more thorough treatment of this work is
provided by Stebnisky (1987).



Previous Work

Publications regarding the effects of
grain texture on K (or permeability, k) of
artificially packed sands and ideal particle
masses began to appear in the mid-
1930’s. The classic and detailed paper
by Fraser (1935) laid the ground-work for
this field of study. His experiment varied
grain size and sorting to determine the
effects of each upon k and porosity (n).
He found that k increased with grain size
increase and with a decrease in sorting.
Krumbien and Monk (1942) manipulated a
constant porosity of 40% and derived a
formula for k as a function of grain size
and sorting, where k varies as the
square of the mean grain size diameter,
and inversely as the log of the standard
deviation (sorting). Masch and Denny
(1966) documented a similar relation and
also found that the effect of sorting on k
decreases as the mean grain size
decreases. Beard and Weyl (1973) indi-
cated that k varies directly with mean
grain size and degree of sorting. The re-
lation between k and sorting reported by
Beard and Weyl (1973) contradicts the
results of Fraser (1935), as do the results
of Krumbien and Monk (1942).

Bedinger (1961) found a linear relation
between log k and median grain size dia-
meter; in contrast, Smith (1981) indicated
that k seems to vary with the 16™ percen-
tile grain size.

In a study relating k to angularity of
artificial, unconsolidated sands, Tickell
and Hiatt (1938) proposed that k reaches
a minimum at a roundness number (the
area of the grain divided by the area of
the smallest circumscribing circle) of 0.75,
and increases sharply as the roundness
number deviates from that value in either
direction.

Little work has been done to determine
relations between sedimentary para-

meters and hydraulic conductivity in re-
cent, undisturbed sediments of specific
depositional environments. Byers and Ste-
phens (1983) studied fluvial sediments and
found that the strongest correlation
between hydraulic conductivity (K) and
grain-size parameters is between the log of
K and the 10"-percentile grain size. Pryor
(1973) focused on recently deposited
sediments of specific depositional
environments. He related trends in grain
size and sorting to trends in k and n. The
three environments Pryor studied (dunes,
beaches and rivers) showed an increase in
k as grain size increased. However, as
sorting increased, k increased in the river
bar deposits and decreased in the beach
and dune deposits. Pryor attributed this
inconsistency to the different styles of
packing associated with the various en-
vironments, although he had no quan-
titative data on packing.

Study Area

The study area for this investigation is
Anclote Key, the northernmost barrier of
the west-central Florida chain of barrier
islands (Figure 1). Anclote Key is virtually
unaitered by man due to its status as a
state wildlife refuge and lack of a causeway
connecting it to the mainland. Kuhn
(1983) and Davis and Kuhn (1985)
describe the stratigraphy of Anclote Key
and interpreted its geological evolution as
recorded in sediment cores. They identify
eleven depositional environments on and
around the island. Of these, the most
prevalent in the subsurface are washovers,
dunes and beaches. It seems, therefore,
that the sediments of these three
environments would have a major control
on the distribution of K in this barrier is-
land.

Field Methods

A stratified sampling plan was used in
the summer of 1985 to sample recently
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Figure 1. Map showing location of Anclote Key
and the west-central Florida barrier-island chain
(from Davis and Kuhn, 1985).

deposited sediments from foreshore,
dune and washover environments. The
samples were undisturbed, oriented cores
taken from shallow trenches excavated in
the sediments. Samples were collected at
an approximate depth of 10 cm. A 5-
point sample grid was randomly estab-
lished in each of the 3 environments.
Sample points were spaced 3 m apart in
a 5-point cross pattern (Figure 2). Each
triaxial sample consisted of 3 oriented
cores which were taken at each of the 5
sample points within the grids. Orienta-
tion designations are: "x", horizontal and
parallel to the Guifshore; "y", horizontal
and normal to the Gulfshore; and "z", ver-
tical. All core lengths and diameters
where 8.7 cm and 4.8 cm, respectively.

In addition, 5 random triaxial samples
were taken outside the grid in each of the
3 environments; therefore, a total of 10
triaxial samples (30 oriented cores) was
taken from each of the three environ-
ments. A grand total of 30 triaxial sam-
ples (90 oriented cores) was obtained.
Sample locations are shown in Figure 2.

Laboratory Methods

Core sediments were analyzed for K, n
and grain-size parameters. Ninety sedi-
ment cores were analyzed for K and n.
Further, K was measured using SOIL
TEST® K-605 constant-head permeameters
with custom-made permeameter chambers.
Porosity was determined on the same 90
sediment cores from the water-saturated
and dry sample masses.

ANCLOTE KEY
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N
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AA‘
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/

/
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Figure 2. Sample location map on Anclote Key
(right), and spatial arrangements of grids (left).
Sample points (1-5) are spaced at 3 m centers.
Arrows indicate dominant transport directions at
time of sampling. Hatch marks represent sediment
slipface surfaces.



Table 1 parameters for each depositional envi-

Foreshore: analytical results for hydraulic conductivity (K), ronment and for the total data set are
porosity (n), mean grain size (Xp), sorting (Sg). and summarized in Table 4. The standard error
or. K of the mean is a measure of variance
enta- (x 102 n weighted to sample size, thus allowing
Sample tion  cm/s) (%) X, Sp Sk comparison of variances between sample

groups of different sizes.

F-1 X 2.1 43 2.7 .64 -.48
y 1.3 40 2.7 .64 -.48
z 0.96 39 2.7 .64 -48 H + N :
F2 11 38 24 B9 32 nglltatl_vely, the between environment
y 16 38 24 59 -32 variations in the measured properties can
1.0 39 2.4 .69 -.32 H H H
G F3 16 81 28 E8 29 be _summarlzed in terms of rankings of .the
R y 15 38 23 .56 -29 various means. Washovers have the high-
I z 1.3 39 2.3 .66 -29
D Fda4 . T 39 22 o3 .23 est n, largest Xy and least SI_(. Washovers
y 16 37 22 63 -23 and dunes are tied for the highest K and
1.2 38 2.2 .63 -23 s
FE - 13 33 26 38 13 best S,. Dunes have the most positive Sk
y 15 39 26 .38 -13 and are tied with foreshores for lowest n
z 0.98 39 2.6 .38 -.13 H
F6 . 14 38 36 81 +07 and smallest X,. Extremes in the fore-
y 13 38 26 .31 +07 shore are: lowest K, poorest S, and most
z 1.2 39 2.6 31 +.07
F-7 X 36 2.6 .33  +.06
R y 1.6 37 2.6 33  +.06
A Z 1.2 36 2.6 .33 +.06
N F8 x 10 42 28 .30 -02 Table 2
D y 073 38 28 -30 -02 Dune: analytical results for hydraulic conductivity (K),
O Fo X 0% B X N o porosity (n), mean grain size ¢ (Xp), sorting (Sq,),tz.nd
y 091 33 28 28 -01 skewness (Sk)
z 1.2 39 2.8 .28 -01 .
F0ox 11 38 26 3 -l o a102 n
1.2 38 2.6 .37 -11 <
7 o098 38 26 37 -1 Sample  tion  cm/s) (%) X, Sp Sk
D-1 b 4 1.8 39 2.6 27 +.06
y 1.6 38 2.6 .27 +.06
. . . z 1.7 39 2.6 .27 +.06
Grain-size analysis was conducted on D2 x 18 40 25 25 +.30
30 samEIes using an Allen-Bradley SONIC y Y % %
SIFTER". Each of these samples was a G D3 x 20 39 26 29 +.06
composite of the 3 oriented cores at a z y 21 % 2 2 s
single sample point. Approximately 10 g D D4 x 18 36 25 24 +.28
H : H y 2.0 39 2.6 24 +.28
of sediment were sieved for 10 min at y 7 % o8 o1 T8
1/4-phi intervals. Probability paper plots D5 x 21 38 25 23 +.24
of cumulative percentages were used with y 38 % 2o 28 2
formulas of Folk (1968) to calculate
graphic mean (X,), inclusive graphic stan- e xR NmoOn Ik
dard deviation (phi sorting coefficient, S,), z 18 38 25 28 +.18
and inclusive graphic skewness (Sk). O S - S+ S S
A z 1.5 38 2.6 .26 +.06
Results of Laboratory Analyses > 0 2R BB e
(8] z 1.1 37 2.6 .33 +.06
Results of analyses for K, n, X,, S,and M P2 x  0% & 27 2 1o
Sk for the foreshore, dune and washover oo 13 371 27 27 +.04
environments are listed in Tables 1, 2 and ST+ S S YA SR
z 1.2 40 2.7 .26 +.06

3, respectively. Mean values and the
standard error of the mean for the 5




Table 3
Washover: analytical results for hydraulic conductivity (K), é
porosity (n), mean grain size (Xq,) sorting (S‘p), and ©  FORESHORE
skewness (Sk)
Ori K s A WASHOVER
ri-
enta- (x 102 n . OuNE
Sample tion cm/s) (%) X¢ Sq, Sk o
Wl x 19 3 25 .27 +.11 E i
y 1.6 40 25 .27 +.11 2
Z 1.6 41 25 .27 +.11 -
w2  x 1.8 40 26 .26 +.18 :
y 1.5 40 26 .26 +.18 * 2
z 20 33 26 .26 +.18 -
G W3 x 13 40 25 .29 -01 z
R y 19 40 25 .29 -01 e
1 z 1.6 3 25 .29 -01 2
D W4 x 1.6 4 25 27 +.09 3
y 18 39 25 .27 +.09 g
z 14 40 25 .27 +.09 ] -
W5 x 16 40 26 .29 +.05 “ o
y 17 41 26 .29 +.05 i
z 16 41 26 .29 +.05 gl .0
.
W6 x 20 39 25 .26 +.11
y 14 40 25 .26 +.11 o
z 19 39 25 .26 +.11 3 .
W1 x 19 40 25 .28 +.01
R y 23 40 25 .28 +.01
A z 16 44 25 .28 +.01 3 “ohi 3 .
N W8 x 48 25 27 +.15 pni
D y 1.6 40 25 .27 +.16
0 z 18 44 25 .27 +.15
M W9 x 17 41 25 .29 +.09 Figure 3. Averaged cumulative grain-size curves for
y o 8 25 »/ ) foreshore, washover and dune environments.
W10 x 10 36 26 .27 +.28
y 1.0 3 26 .27 +.28 Table 4
z 088 39 26 .27 +.28
Summary of means (X) and standard error of the means s,)
of t:lu dvaarmbles for each depositional environment and for the
toi ta set
Fore- Wash-
negative Sk. Between-environment rank- Parameter Total shore Dune  over
ings for the standard error of the means
follow similar trends as those of the K(em/s) X 833342 88(1)356 83337 0.016
means, except that foreshore sediments 0 ' 00075 0.00060
are most variable in X,. n% X 39 38. 38. 40.
s, 021 0.28 0.22 0.42
The averages of the cumulative grain- Xp ;f (2)'812 (2)-332 g-gla g'g(m
size distributions for each environment x ' ' ‘ '
are shown in Figure 3. The three environ- Sp f g-gil*z 044 o2 g-ggzo
ments demonstrate nearly identical grain- x ‘ ' ’ ‘
size distributions. The only noteworthy s <R T
difference is the presence of some 7 ' ' '
coarse, sand-sized material in the Note: K io hydrmalic conductivity, n | o X
. ote:; 18 hyi C conductivity, n is porosity, 15
foreshore and X, lack of the same in mean grain size, S, is sorting, Sk is skewness. )

washovers and dunes.



Statistical Analyses, Results and
Discussion

The K data were organized into two
types of "groups" for purposes of statis-
tical analysis: oriented-data groups and
pooled-data groups. Oriented-data
groups each contain data representing a
specific core orientation ("x", "y", or “z").
Pooled-data groups lump all three core
orientations ("x", "y*, and "z"). The 7 data
groups of this study are: the total data set
(a pooled-data group), the data sets for
each of the 3 environments (3 pooled-
data groups), and the data sets for each
of the 3 orientations (3 oriented-data

groups).

To compare means between various
groups of interest using t tests, one must
satisfy assumptions of random sampling,
normally-distributed data, and equal
variances. Accordingly, statistical
analyses conducted on K data include
Chi-square tests for normalcy, F tests for
variance equality, and t tests to compare
the means. In addition, correlation
coefficients between all the variables were
calculated for each of the 7 groups. The
significance level for these analyses is
95% (P =95%), uniess otherwise noted.

Chi-square (X°) Tests

Chi-squared tests to determine if the
populations being tested are normally
distributed (Naiman et al., 1977) were
performed on four pooled-data groups: all
cores, all foreshore cores, all dune cores,
and all washover cores. Results are
summarized in Table 5. All 4 groups are
normally distributed.

Values for K may vary in nature by

~13 orders of magnitude and are gener-
ally thought to be lognormally distributed
(Freeze and Cherry, 1979). However,
minimal variability in K apparently allows

Table &

Summary results of Chi-square tests for normalcy

Test Conditions: one-tail, P = 95%

Test Hypotheses:
H,: K data are normally distributed
H,: K data are not normally distributed

Deci-

Group d.f. X2 X2 sion
all cores 7 14 4.2 f
all foreshores cores 5 11 5.8 f
all dune cores 6 13 9.7 f
all washover cores 5 11 7.7 f

Note: d.f = degrees of freedom
X2 = calculated value
Xc2 = critical value
f = fail to reject H,

the data to fit a normal distribution, as is
the case here.

Values for K in this study varied by a
factor of < 3. Smith (1981) showed that
his K data set also fitted a normal
distribution, even though the data had a
range ~6 times greater than the range of
this data set.

F tests

The F test (Naiman et al., 1977) to
compare the variances of two distributions
assumes random sampling and normal
distributions. Results of F tests between
the 3 environments, and between the 3
orientations are summarized in Table 6.
There are no significant differences in
variance between any combination of
environments or between any combination
of orientations.

t tests

The t test (Naiman et al., 1977) to
compare the means of distributions as-
sumes random sampling, normally dis-
tributed data, and equal variances. These
requirements are satisfied by this data set.
Results of t tests between the 3 environ-
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Table 6

Results of F tests comparing variances of hydraulic
conductivities between environments and between
orientations

Test Conditions: two-tail, P = 95%
Test Hypotheses: H: 812 = 522, H: 512 + 822

Category

Deci-
Group Pair Relations* F, F sion

Between Foreshore = Dune 2.07 184
Environments Foreshore = Washover 2.07 1.16

-~

Dune = Washover 2.07 1.59
Between X" ="y 2.07 120 f
Orientations x" = "z" 2.07 1.59 f

"y = "z" 2.07 1.90 f
Note: * symbols ( =, <, and > ) indicate variance rankings,

F = calculated value, F_ = critical value, f= fail to
reject H,

ments and between the 3 orientations are
summarized in Table 7. Both dunes and
washovers show significantly higher mean
K values than the foreshore. Dunes and
washovers are approximately equal.
There are no significant differences in
mean K values between any combination
of orientations. The Anclote sands are
thus characterized as heterogeneous and
isotropic. While these differences are sta-
tistically significant, their practical im-
plications are limited.

Table 7

Results of t tests comparing means of hydraulic
conductivities between environments and between
orientations

Test Conditions: two-tail, P = 95%

Test Hypotheses: Hg: u, = u,, H: u, +u,
Deci-

Category Group Pair Relations*  (2)t_ t sion
Between Foreshore < Dune 200 -412 R
Environments Foreshore < Washover 2.00 -4.56 R

Dune = Washover 2.00 16 f
Between %" =y 2.00 -11
Orientations "x" = "z" 2.00 164 f

"yt o= "z 2.00 1.68 f

Note: * symbols ( =, <, and > ) rank the means,
t = calculated value, t, = critical value, f = fail to
reject H,, R = reject

The overall ratio of horizontal to vertical
hydraulic conductivity (K, /K) is 1.12. That
ratio is greatest in foreshores (1.20) and
least in washovers (1.07). These isotropic
conditions can be largely attributed to the
limited range in grain size and mineralogy
of the source area, and the resultant lack
of well-pronounced stratification that would
likely occur if widely divergent grain sizes
and mineralogies were available.

Foreshore sands commonly have
nearly horizontal, finely laminated, residual
deposits of heavy minerals (Davis, 1985).
Such laminations may have some minimiz-
ing effect on K,. This phenomenon may
also contribute to the overall low K values
in the foreshore.

Factors Affecting Hydraulic Conductivity

The Pearson product-moment correla-
tion coefficient (r) is used to evaluate the
strength of linear relations between pairs of
variables (Upchurch, in press). Significant
correlations between variables for each of
the 7 data groups are summarized in Table
8, together with the percent of variance
accounted for () by each correlation.
Significant correlations between variables
for the total data set, and for each of the 3
environments are illustrated in Figure 4.
The following sections detail and discuss
these correlations.

Porosity

For the total set of cores, there is a
positive correlation between K and n
(Figure 4); however, the regression ac-
counts for < 5% of the variance. There is
not a statistically significant correlation
between K and n in any of the specific
depositional environments. Thus n, in
itself, appears to have very little effect on
the K of Anclote sands.



Table 8

Summary of significant (P = 95%) correlations between
hydraulic conductivity (K), porosity (n), mean grain size
(XW)’ sorting (S¢) and skewness (Sk) for the 7 data groups

Significant Significant
Group Correlations Group Correlations
g 2
Total K+n .06 Dunes *K-X, .42
*K - .14 K-8 .19
K- )S(¢ .06 *K + & .28
*K + gk .10 n + )(t .14
*Sq, - Xg .17 *Xv) - 8 .48
*Sq, - S .79 "‘S¢ -Sk .40
"x" K- xg .16 Washovers K - .14
orientation XV’ 17 *K -8 .26
Sﬁ .79 *Sq, -Sk .63
"y *K - )ép .27 Foreshores K- 14
orientation XQ - ﬁ 17 K+ ® .20
*S, - S| .79 n - Sk .20
?
*XV) - S¢ .49
"z" *K - 8§ .27
orientation *K + SQK .32
X¢ -S 17
*sp-sk 79

Notes: Positive (+) or negative (-) correlations are
indicated between variables.
r? indicates the percent of variance accounted for
by the given correlation.
* indicates correlation with P = 99%.

According to Gaither (1953), n of
modern sands is affected by mode of
deposition, sorting, grain size, and grain
shape. Sand deposited in water should
have a higher n than sand deposited
subaerially because of the greater
buoyancy of water (Gaither, 1953). Also,
n increases with rate of deposition
because sediments are unable to assume
their most stable position when rapidly
buried.

For the Anclote sands, n is probably
most affected by mode and rate of
deposition. Washovers on Anclote Key
have a mean n 2% greater than fore-
shore or dunes (Table 4). The n of wash-
over is twice as variable as that of dunes.
The rapid rate of deposition of the Anclote

washovers is probably the principal reason
for their variable and elevated values of n.
These washovers were deposited in a
matter of days by Hurricane Elena in late
August, 1985. Lower n values for dune
and foreshore sediments are interpreted to
result from subaerial deposition and slower
deposition rates, respectively.

Grain-Size Parameters

Mean ()

Every sample taken on Anclote Key has
a X, within the fine-sand class of Folk
(1968). Most samples fall toward the
middie of that class.

Relations between grain size and K are
well documented in the literature. If all
other factors are held constant, K should
increase as grain size increases (Fraser,
1935; Krumbien and Monk, 1942; Masch
and Denny, 1966; Beard and Weyl, 1973;
Pryor, 1973; Smith, 1981; Byers and
Stephens, 1983; Trommer, 1987).

This expected relation is suggested by
the significant negative correlation between
K and X, for the total data set, each of the
3 environments, and for "x" and "y" orien-
tations. The relation is inverse because X,
is expressed in phi. The correlation be-
tween K and X, is consistently stronger
than that between K and any other variable
in this study; however, the correlation
accounts for only 14 % of the variance for
the total data set. Only in the "z" group is
the correlation between X, and K not sig-
nificant. In this group, Sk and S, appear
more important and may be the result of
horizontally laminated fines that would tend
to retard vertical fluid flow without contri-
buting substantially to the the X, statistic.
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Figure 4. Significant correlations between variables for all samples and

each depositional environment.

Skewness (Sk)

On Anclote Key, Sk varies between
depositional environments. Dune and
washover sediments are positively
skewed (a fine tail), and foreshore sedi-
ments are negatively skewed. Overall, if
sediments from the 3 environments are
combined, the grain-size distribution is
nearly symmetrical.

Foreshore sediments typically show
negative skewness due to fines being
removed by wave energy or due to the
addition of coarse clastics (Davis,
1985). Dune sediments typically show
positive skewness due to the upper
grain-size limit of eolian transport, with
no corresponding lower limit.

The relation between K and Sk also
varies between depositional environ-
ments (Figure 4). For dunes and the
entire data set, there is a very weak
positive correlation between K and Sk
(K increasing as Sk becomes more po-
sitive). For washovers, there is a very
weak negative correlation (K increasing
as Sk becomes less positive). There is
no significant correlation between K and
Sk in the foreshore samples. Correla-
tions between K and Sk account for
only small percentages of the variances.

Masch and Denny (1966) found K to
increase with positive skewness for sed-
iments of various median grain sizes;
the effects diminish with finer grain-



sizes. They concluded that positive
skewness reflects excess coarse
material, which would result in large
flow paths and higher permeability.

Sorting (S,)

Overall, the sands on Anclote Key are
very well sorted according to the clas-
sification of Folk (1968). Sediment is
well sorted in the foreshore environment
and very well sorted in dunes and
washovers.

The relation between sediment sort-
ing and K is variable (Figure 4). Where
correlation between S, and K is signi-
ficant, it accounts for no more than 27%
of the variance.

Variable resuits regarding the nature
of the correlation between K and S, are
reported in other studies. For example,
Krumbien and Monk (1942), Masch and
Denny (1966) and Beard and Weyl
(1973) all found that K increased as
sorting improved in their samples. In
contrast, Pryor (1973) found that K de-
creased somewhat as sorting improved
for his beach and dunes samples (and
the opposite for his river samples), and
Byers and Stephens (1983) found no
correlation.

Predictive Relations Between K and
Measured Parameters

In this study, only a small percentage
of the variance of K is accounted for by
the correlations between K and the
other variables considered individually.
Therefore, K would seem to be best
predicted by a multivariate function.

According to the Kozeny-Carman
equation, which is possibly the best-
known predictive equation for K (Bear,
1972; Freeze and Cherry, 1979),

K= (1.02x10%°) cn® / M?, ¢))]

where K is in cm/s; M is specific sur-
face (cm™); c is a numerical coefficient
(Kozeny’ constant); and 1.02 x 10° con-
verts k to K for water at 20°C.

According to Carman (1937, 1938,
1956), a value of 0.2 for c fits well with
empirical data. Bear (1972) presents a
form of the Kozeny-Carman equation in
which M has been removed; the equa-
tion is written in terms of a mean grain
diameter, d,. The derivation follows
from the fact that, for spheres of con-
stant diameter (d), the specific surface
of a unit volume of solid (M,) follows the
relation M, = 6/d. Then, according to
Bear (1972) and for ¢ = 0.2, the Koze-
ny-Carman equation becomes:

K = [d,’/0.0018] [n°/(1-n)’] (2)

where d,, is in centimeters. This equa-
tion holds for the idealized case of
spheres with constant diameter (i.e.
perfect sorting). For the 7 data groups
in this study, this grain-size form of the
Kozeny-Carman equation (eqn 2) gives
calculated-to-measured K ratios ranging
from 1.4 to 1.9; the average is 1.7.

In their study of unconsolidated
sands, Krumbien and Monk (1942) pro-
posed that permeability varies with the
negative exponential of the logarithmic
sorting values. This, together with the
tendency toward negative correlation
between K and S, in the Anclote sands,
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suggests that K may be more accurate-
ly predicted by taking into account the
effect of sorting. An empirical relation
that fits the Anclote data well is:

K = [450 d,’] [n°/(1-n)’] [6™] 3)

where d_, is in cm. In this equation,
the Kozeny constant (c), which Carman
used to adjust for grain shape, has
besen changed from 0.2 to 0.16 to shift
the range of calculated values toward
their measured values of this study.
The sorting factor serves to limit the
range of calculated-to-measured ratios.
Thus overall, this empirical relation
expresses K as a product of a size-
shape factor, a porosity factor, and a
sorting factor.

For the 7 data groups in this study,
eqn (3) gives calculated-to-measured K
ratios ranging from 0.86 to 1.17, and
averaging 0.99. To further evaluate egn
(3), K was calculated using averaged
parameter values for each of the 30
Anclote samples. These calculations
result in calculated-to-measured K ratios
ranging from 0.71 to 1.44, with a mean
of 1.01 and standard deviation of 0.18.
These data indicate that egn (3) can
predict K values to within +30% of their
measured values, with 95% confidence.
These data are illustrated in Figure 5.

This modified form of the Kozeny-
Carman eqn (3), which includes a sort-
ing factor, is suggested for purposes of
predicting hydraulic conductivity for un-
consolidated sands from beach-related
environments. Values for the necessary
variables can be obtained easily and
inexpensively by routine laboratory
analysis of sediments.

Conclusions

Sediments currently being deposited
on Anclote Key are heterogeneous and
isotropic. Dunes and washovers each
have mean K values that are 33% high-
er than the foreshore sediments. These
differences are statistically significant,
yet, the degree of heterogensity is of
limited practical importance.

Values for K in this study fit a normal
distribution, although K is generally
thought to be a lognormal property. It
seems that this normal distribution can
be attributed to the small range in these
data.

Factors affecting K are complex and
interrelated. Statistically significant cor-
relations are very weak and fail to indi-
cate bivariate relations between vari-
ables. For every environment studied
and the total data set, there is a weak
correlation suggesting that K may
increase with mean grain size. Be-
cause no individual variable demon-
strates a correlation that accounts for a
reasonable percentage of the variance,
K is best described by a multivariate
function.

The Kozeny-Carman equation was
modified in this study to incorporate a
sorting factor. When mean parameter
values for each of the 7 major data
groups in study are inserted into a
grain-size version of this equation,
resultant K values average only 1%
lower than their measured values.
When parameter values for each of the
30 samples are inserted, resultant K
values average only 1% higher than
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sample set (T), all dune samples (D), all washover samples (W), all foreshore samples (F), all “x" cores
(X), all “y" cores (Y), and all "z* cores (Z). The solid line represents the 1:1 correlation line.
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Impacts of Geological Structure on Transport:
Creating a Data Base

by Timothy D.Scheibe and David L. Freyberg

Abstract

Understanding the relations among
sediment or rock hydraulic properties at
various spatial locations (referred to as
“spatial structure”), and the effect of such
structure on flow and transport processes, is
a key problem in hydrogeology. Knowledge
of spatial structure offers one approach to
characterization of a particular porous
sediment or rock body given limited
measurements. However, the spatial
structure of natural rocks and sediments is
extremely complex, and cannot be completely
described. Therefore, models of spatial
structure commonly assume that this
complexity can be represented by at most a
few basic characteristics of the structure,
usually defined at relatively large scales. The
impacts of such assumptions on predictions
of subsurface flow and transport are not well
understood, nor is it clear how the modeled
characteristics of structure relate to the
structural character actually exhibited by
geological media.

The body of observations which has
been accumulated by investigators in
geological fields of study represents a wealth
of information regarding the types of patterns
which occur in natural sediments. Here,
some of this information has been applied, in
conjunction with quantitative measurements,
to develop a parameter field, fully
characterized at a fine scale in three
dimensions, which can be assumed to be a
realistic example of a natural sediment.
Characterization of the spatial structure of this
“numerical aquifer”, and evaluation of its
impacts on model predictions, is under way.

Introduction

A great deal of research attention has
been devoted to quantifying the impacts of
spatial structuring of subsurface hydraulic
properties on transport and flow processes.
Recently, there has been an increase in
general awareness of the need to more
carefully consider the nature of geological
structure in various environments when
formulating quantitative predictive models.

In the initial parts of this paper, one
approach to study of this problem and some
accompanying issues are discussed. A three-
stage plan of study is outlined. The
remainder of the paper focuses on methods
and results of the first stage of study, in
which a hypothetical but geologically realistic
"numerical aquifer” has been created as the
basis for the remaining stages of the study.

Problem Statement

There is growing evidence that for
many problems in a wide variety of different
geological environments groundwater solute
transport is dominated by the spatial
variability of the velocity field. For example,
it has been observed in several field studies
(e.g. Sudicky and Cherry, 1979; Pickens and
Grisak, 1981;Freyberg, 1986) that the
magnitude of spreading of solutes is orders
of magnitude greater than that explainable by
pore-scale diffusion and microdispersion
alone. In particular, the spreading, mixing,
and apparent dilution of solute plumes may
often be attributed primarily to the convective
heterogeneity found in almost all
groundwater environments. The principal
physical property giving rise to this
heterogeneity is the permeability (hydraulic
conductivity). Because of its relatively small
magnitude, porosity variability is much less
important in controlling velocity variability
(Freeze, 1975). Many studies and data



collection efforts have demonstrated that
permeability variability is extraordinarily
complex and that it is clearly linked to the
geological environment (e.g. Pryor, 1973;
Stalkup, 1986; Szpakiewicz er al., 1987).
Depositional processes and environment,
parent material, mineralogy, weathering and
other post-depositional processes, all
contribute to the observed patterns and scales
of spatial variability of permeability.
Unfortunately, because collecting detailed
permeability data is expensive and usually
destructive of the flow domain, our
knowledge of particular permeability fields
will usually be quite limited and uncertain.
Efficient use of our understanding of
geological environments and processes is
therefore an essential tool in reducing
uncertainty and in improving our ability to
predict transport adequately.

However, direct application of
geological understanding to subsurface
transport prediction is difficult, at best. The
primary goal of geologists in formulating
descriptions of spatial patterns of sediment
properties (often referred to as “facies
models”) is to enable the inference of ancient
depositional environments from observed
patterns. The goal of hydrologists is the
reverse, i.e., to infer patterns of properties
given some knowledge of depositional
environment (and perhaps limited
observations). Because of this contrast in
goals, facies models are often not directly
applicable to hydrogeologic problems
(Anderson, 1989). In formulation of a facies
model, many specific examples (with their
complex variations) are sifted and assimilated
into a generalized description, useful for the
geologists’ goals. While knowledge of large
scale trends and generalizations can be useful
in hydrologic applications (Fraser and
Bleuer, 1987; Anderson, 1989), variations
from the generalized model may be equally or
more important for site-specific prediction
(depending on their scale and nature).

These problems raise the question of
whether there exists some descriptor which is
useful in enabling application of geological
insight to prediction of site-specific patterns
of hydrologic properties, and which may
provide a framework for the study of impacts
of natural variability on groundwater model
predictions. Spatial structure models,

defined as the quantitative relationships
among hydraulic properties as a function of
spatial location, may serve in this capacity.
Spatial structure provides a potential link
between qualitative generalizations and
quantitative specifications in that terms such
as “shape”, “connectedness”, “texture”, and
“scale” (as well as more explicitly geological
terms such as “stratification”) can be given
mathematical meaning. Structural models can
provide for site-specific application in so far
as they remain flexible through the site-
specific estimation of structural model
parameter values. Further flexibility for site-
specific application can be attained by
formulation of models within a probabilistic
framework, such that the potential for local
variations from a generalized model can be
explored and quantified. Finally, since
spatial structure models allow analysis (and
control in synthetic simulation) of the
character of spatial patterns, they provide a
powerful framework for study of the impact
of the character of natural patterns on
prediction of transport behavior.

Of course, the use of models of spatial
structure in hydrogeology is not new. But
such use has historically been limited to a
small number of structural models, typically
selected on the basis of simplifying
assumptions and analysis of limited data
rather than on the ability to represent
important aspects of geological structure.
For example, a number of investigators have
demonstrated the role of the mean and
covariance of the log-permeability field in
controlling ensemble mean concentrations
under uniform mean head gradients
(Dagan,1982; Gelhar and Axness, 1983;
Neuman et al ., 1987), but little is known
about whether these popular descriptors are,
adequate in characterizing the structure of
aquifer deposits when attempting to design
and predict the consequences of, say, a
remedial action in a particular aquifer. In
general, it is not yet clearly understood which
aspects of natural spatial structyre play an
important role in controlling transport
behavior in particular problems. There is
significant uncertainty about the need to
identify and represent different characteristics
of spatial structure in various geological
environments, and about the minimum scale



of geological variability that must be
explicitly represented to predict transport
adequately.

Fortunately, the study of spatial
structure is by no means limited to the narrow
class of models commonly used in
hydrogeologic studies. Investigators in the
growing field of pattern recognition and
machine vision have explored a wide variety
of ways in which to represent complex spatial
patterns using parsimonious models. They
have shown quite convincingly that the class
of patterns which is well represented visually
by second-order stochastic models is limited
to what are referred to as "microtextures";
that is, textures with a fine grain and little or
no geometric structure at medium to large
scales (Haralick, 1978; Garber and
Sawchuck, 1981; Gagalowicz and Tournier-
Lasserve, 1986). Many other approaches to
characterization of spatial structure
(specifically visual patterns) have been
outlined in this body of literature, some of
which do not rely on the assumptions of
second-order stationarity and are well-suited
for characterization of patterns with a variety
of types of structure at multiple scales.

Study Objective

The broad objective of the study of
spatial structure of natural sediments, as
discussed above, is the development of
quantitative statements of the nature of spatial
structure which will be useful in
strengthening model predictions of
subsurface transport behavior. Such
statements should be formulated both in
terms of "typical" patterns and of site-specific
variations from those norms, with regard to
general classes of soil, sediment, or rock.
Since there is a wide diversity of structural
character in natural materials, and since the
site-specific variability is not well described
or understood yet, this objective is far
beyond the scope of a single research project.

A more feasible current objective, but
one which is consistent with the broad
objective above, is to begin to evaluate the
impact of the character and scale of spatial
structuring of sediment properties on site-
specific prediction of subsurface flow and

transport. This is the objective of the current
study.

The specific goal is to identify and
propose appropriate methods for
quantification of those elements of the spatial
structure of permeability that are in some
sense important to transport prediction.
Throughout, the impacts of artificial
assumptions about geological structure and
environment are minimized. The context of
this study is the set of transport prediction
problems arising in the detection, analysis,
and remediation of contamination at
individual Superfund or RCRA sites. Thus,
the focus is on near-surface environments,
relatively small scales (meters to a few
kilometers), and problems for which mass
transfer and local chemical and biochemical
reactions may be important.

Project Description

To attempt to meet these goals, a study
was initiated having three basic components:

1) Develop a detailed data base describing
the three-dimensional spatial variability of
permeability in a “case-study” geological
environment. Because part of the
objective is to explore minimum scales of
variability, while avoiding untested
assumptions about the importance or
unimportance of any particular scale of
variability, this data base must necessarily
be extraordinarily detailed. However,
because permeability measurement data
bases do not exist characterizing three-
dimensional permeability variability over
an aquifer segment on the scale of, say,
small laboratory core samples, and
because developing such a data base
would be enormously expensive, the data
base was constructed from available
quantitative and qualitative information to
be as plausible as possible and as
consistent as possible with geological
understanding down to the scale of
multiple cross-strata. To meet the study
goals, it is important that the “numerical
aquifer” be constructed without resorting
to “non-geological” assumptions about,



say, the stationarity, variance, or two-
point correlation structure of the field.

2) Thoroughly characterize the spatial
structure of the “numerical aquifer”. The
objective is to explore the spatial structure
of the permeability field, both to compare
with common assumptions and models
(stationary mean and variance,
exponential covariance, etc.), and to
identify structural components that may
have a significant impact on transport.
Measures may be exhaustive (using all
data points), or may be sampled (using
selected data points). Aggregated and
filtered data can also be examined.
Quality of fit to existing models of
variability is of interest and value. While
geostatistical models are important, less-
conventional models drawn from the
pattern recognition and image analysis
literatures can also be used to identify and
evaluate structural components other than
those normally considered.

3) Test the relationship between geological
structure and transport prediction. The
importance of geological structure
depends upon the particular transport
problem at hand. Thus, it is necessary to
go beyond geometric and statistical
characterization to determine those
aspects of the geometric and statistical
structure of a geological deposit that
influence transport. Sensitivity to spatial
structure may be systematically explored
at increasing spatial scales by removing
selected features of the spatial structure.
For example, aggregation and filtering are
two straightforward techniques for
removing structure, which may be
applied either to units of the numerical
aquifer itself or to deterministic or
stochastic models of units of the aquifer.

In the following paragraphs the first
phase of the investigation is described: the
construction of a high-density, geologically
plausible permeability field for an aquifer in
unconsolidated point bar sediments. After a
more detailed discussion of the criteria used
to develop the numerical aquifer, a
description of the data and methods which
were used to construct the data base is given.

Included are several graphical images
revealing some features of the resulting
permeability field. A brief discussion of the
next phase of the study concludes the paper.

A Numerical Aquifer

As noted above, the motivation for this
study is primarily the problem of predicting
transport in shallow deposits over relatively
short distances. Because the objective is to
investigate minimum scales of variability and
structure which must be considered for
successful site-specific prediction, three-
dimensional arrays of measured permeability
data would be ideal. Some detailed
permeability studies using air-
minipermeameters have been initiated (e. g
Goggin et al., 1986; Jones et al., 1987;
Phillips ez al., 1990), but these studies have
been primarily in consolidated formations
with limited three-dimensional exposure,
Unfortunately, to date no unconsolidated
aquifer deposit has been quantitatively
characterized in three dimensions at a
sufficiently fine scale. This leads to the
uncomfortable necessity of making
assumptions regarding the very thing being
studied. However, there is such a wide gap
between the scale and character of spatial
structure represented by current models of
variability and that of natural geological
materials that significant advances in
understanding can be made by developin ga
closer, if imperfect, representation of natural
structure based on defensible assumptions.
For example, Cole and Foote (1987) used
land surface elevation data as a model
database to represent parameter variation in
porous media. While it is clear that
topography and permeability are not truly
analogous, these authors were able to study
the impact of certain aspects of spatial
structure not considered in previous models
and known to exist in natural porous media.

Criteria

A numerical aquifer was created, based
upon geologically-based geometric
descriptions of a specific sediment body in
combination with available quantitative data
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for that body. Two main criteria were
applied in order to obtain a database which,
although not real, does exhibit characteristics
of real structure which were observed at the
specific site, and which are not considered in
conventional models.

The first criterion was that the
numerical aquifer should conform to what is
known about the particular deposit it purports
to represent, in terms of both available
quantitative data and qualitative insights
gained through sedimentological study. In
particular, it was necessary to avoid simple
statistical inferences from widely-spaced
measured data that do not explicitly account
for geological observations and controls
exerted by physical depositional processes.

Second, those models of spatial
structure which do explicitly account for
geological controls on parameters typically do
so at a scale which ignores several levels of
highly organized but complex structure, the
importance of which is not well understood.
Although previous workers have been able to
make some statements about minimum
resolution scales required, these have been
based on assumptions regarding the nature of
spatial structure. The second criterion, then,
was to attempt to resolve these structures.

Basis

The geometric description of the
numerical aquifer was developed primarily on
the basis of two specific field studies
performed on point bar sediments in the
Wabash River (USA) by Pryor (1973) and
Jackson (1976). These sediments were
selected as the initial basis for the study for
several reasons:

* Detailed information regarding the
structure of these specific deposits
was available, in terms of the
qualitative nature of stratification,
detailed sketches, and quantitative
measurements of permeability.

* These deposits contain a variety of
different structural elements and
scales, including thin planar beds
of low gonductivity, trough-
shaped elongate (sinuous) beds,
angled crossbeds, and fan-shaped

avalanche beds. This allows the
comparison of these various
elements in terms of their impact
on transport prediction, and
encourages diverse approaches to
quantitative modeling of spatial
structure.

¢ The scale at which the deposits are
described is quite small, allowing
detailed study of the impact of
various scale averaging
assumptions. Understanding of
flow and transport character at
this scale provides a necessary
building block for study at larger
(perhaps more practically
important) scales without
introducing arbitrary
assumptions.

Note that this choice was not made with the
intent of obtaining a description which is
typical or representative of point bar deposits
in general. In fact, these particular sediments
exhibit significant variation from the typical
(facies) model of point bar deposition, as
might be expected for any particular example
of a general sediment type. As discussed
above, however, the goal is to examine the
impact of the character of spatial structure on
site-specific transport prediction, rather than
to make general statements regarding typical
flow and transport behavior in point bar
deposits. Nonetheless, the elements of
structure which exist in this particular deposit
(cross-bedding, fan-shaped beds, elongated
beds, and vertical and horizontal trends in
permeability) exist in other sedimentary
deposits as well; thus the study of their
relative importance has general value despite
the site-specificity of the absolute results.
Furthermore, some other specific examples
of point bars may be expected to exhibit
similar character of variations from the
general facies model because of the similarity
of depositional processes (e.g. Nanson,
1980).



Depositional Model

Figure 1, modified from Pryor (1973), is a
schematic representation of a block of
Wabash River point bar sediments. Three
major types of depositional sub-units are
labeled. The sequence of sedimentation
indicated for this particular depositional
system is aggradation of the point bar bank
slope by accretion of scroll bars, followed by
a period of dune migration and reworking of
upper sediments (formation of trough sets),
followed finally by nearly continuous sub-
aerial exposure during which the point bar is
inactive and a fine-grained layer (mud drape)
forms by deposition during large flood
events. The cycle is repeated at a higher level
when a new stream meander passes the
location.

Figure 1. Schematic diagram of Wabash
River point bar stratification, after Pryor
(1973).

Scroll Bars

Scroll bars, or "sand-scale fronts" in
the terminology of Pryor (1973), are
elongate, large-scale bedform features of
inner banks of gently curved river meanders.
They can be up to hundreds of meters long,
and up to 200 cm high. Crestlines are
oriented approximately parallel to the main
river channel and slightly curved to conform
to the shape of the point bar. The upper
surface of a scroll bar is concave downward,

with a steeper slope on the bankward side.
The depositional process is non-erosive; the
bottom of the bar conforms to the underlying
topography. Internal stratification is
complex, consisting primarily of local, fan-
shaped, avalanche sets. Planar reactivation
beds which dip toward the bank and have
greater lateral extent also occur. Observed in
a section perpendicular to the bar axis, the
strata appear tabular to slightly concave-
downward; in a section parallel to the bar
axis, avalanche fan sets, each concave
downward in form, intermesh with planar
reactivation beds to create a complex pattern.

Trough Sets

Trough sets are depositional features
which result from migration of sub-aqueous
dune bedforms (also known as megaripples).
Dunes are much smaller features than scroll
bars, with short crestlines and heights
ranging from 5-120 cm (more frequently at
the lower end of this range). Resulting
cross-strata appear concave-upward (or
trough-shaped) in section perpendicular to
flow, thus the term "trough" cross-bedding
(or "festoon" cross-bedding). In a section
parallel to flow, the strata appear tabular or
slightly S-shaped. Trough sets have
erosional bases, and are superimposed on
larger bedforms such as scroll bars. In plan
view, trough sets are slightly sinuous and
appear in interwoven groups (see Figure 1).

Mud Drapes

These beds consist of fine-grained
sediments (muddy silts) deposited on top of
an inactive point bar during receding flood
conditions. The beds are sub-horizontal and
laterally extensive, with small but variable
thickness.

Digital Model

The process used to obtain a digital
representation of the numerical aquifer is
described in the following paragraphs:

For representation of scroll bars and
trough sets, three-dimensional geometric
forms have been selected to define the
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boundaries of the smallest sedimentation
units to be explicitly characterized. At this
small scale, two types of elemental forms are
defined, elementary rhythm units
(Basumallick, 1966) and interbeds.
Elementary rhythm units (more completely
defined below) are groups of cross-laminae
which are characterized by a regular cyclic
variation in median grain size, and interpreted
as being created during a time period over
which the local depositional process is
consistent but cyclically variable. Interbeds
are relatively thin laminae which are to be
interpreted as forming during a local hiatus or
transition in the process of elementary unit
deposition; these are slightly finer grained,
deposited from near-bed suspended load
rather than by avalanching of bedload. The
geometric forms used to represent units
within scroll bars vary from those of trough
sets, in accordance with the depositional
model for (and observed geometries of )
each. The internal structure of each scroll bar
or trough set to be represented is constructed
by superposition of the elemental forms
(interbeds and elementary rhythm units).
External boundaries of scroll bars and trough
sets have also been assigned specific
geometric shapes, representative of the
geometries of each as described in the
previous section. Once the overall shape and
internal structure of a particular scroll bar or
trough set has been defined geometrically, a
uniform fine grid is overlaid. Geometric
boundaries enclosing the centerpoint of each
grid block define the sediment type at that
coordinate location, allowing assignment of a
sediment classification to the grid block.

The process used to represent the mud
drape is somewhat different. Because the
drape was observed to be laterally extensive
and smoothly varying in thickness, and
exhibits little or no internal structure, a
smooth and continuous drape was
constructed for the numerical aquifer by
simply interpolating from a coarse grid of
thicknesses chosen to reproduce the mean
thickness and qualitative variation in
thickness shown in diagrams in Pryor (1973)
and others. Figure 2 shows the resulting
contour map of drape thicknesses.

- Quantitative justification for the assumption
of continuity of the drape at the study scale is
available (e.g. Geehan et al., 1986, Figure
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11). However, because the mud drape units
were not studied in much detail by Pryor
(1973) or Jackson (1976), the method used
to interpolate smooth thicknesses (and
permeabilities as described in the following
section) relied on inherently non-geological
assumptions. Because of the potentially great
impact such low-permeability, highly
connected units may have on fluid flow
patterns, the impact of these assumptions will
be tested during later stages of the study.
Once each scroll bar, trough set, and
mud drape is in digital form at the same
discretization scale and within the same
coordinate framework, it is a straightforward
task to combine them to form the digital
representation of the overall sediment body.
Assumptions introduced at this stage of
representation relate to the scale of
characterization, continuity of individual
units, and imposition of irregularity
(randomness) upon the geometric structure.

¥

w9y

Figure 2. Contour map of mud drape
thicknesses (cm).

Scale of Characterization

Basumallick (1966) performed a field
study of point bar sediments at a very small
scale. Lacquer peels were made in the field,
then individual laminae (of the order of
millimeters in thickness) were sawed out and
grain size analyses performed. He observed
the occurrence of groups of adjacent laminae
within which a cyclic and quite regular



pattern of variation was present. Figure 3 Table 1
shows two examples of median grain size
variation from one lamination to the next Hierarchy of sedimentation scale
within a single group. proposed by Basumallick (1966), and
corresponding geometric elements
used in simulation

~ 1400 4
Z

£ Basumallick -~ Corresponding Relative
E 12001 Unit Type Geometric Element Scale
; ! Cross-Lamination R Smallest
e 10004 : ; Elementary Rythym Unit Fan or Trough Crossbed

g : v . Ripple Body/Delta Lobe Trough Sct/Avalanche Bed Set

g 8004 ) / Cross-Stratified Unit Scroll Bar/Group of Trough Sets

% . B — Point Bar Largest
= 600 4 ,

I 2 34 5 6 71 8

Laminae number (increasing in dip direction)

= 700

g This hierarchical structure forms the

E 6001 basis for the choice of a lower limit for the

3 5004 representation of explicit geometric structure.

£ / ; The geometry was characterized down to the

S w0 \ \ \ / scale of the elementary rhythm unit,

3 ; —\ X neglecting the variability between individual

= 300 SN cross-laminae within an elementary rhythm

1 2 4 6 8 1012 14 16 unit.
Laminae number (increasing in dip direction) Be d Con tinui ty
Figure 3. Variation of median grain size in Bed continuity is clearly one aspect of spatial
successive laminae within a point bar cross- structure which may be important to flow and
stratified unit, from Basumallick (1966). transport.- Therefore, assumptions about bed
continuity must be approached with caution.
While there are relatively few data describing

These groups of laminae were termed continuity, two observations are helpful:
“elementary rhythm units”, and Basumallick First of all, the process of deposition of thin
(1966) proposed a hierarchy of scales based units (i.e. interbeds, see Figure 4) can be
on them: Trough sets and avalanche fan sets, inferred to produce beds of increasing
referred to as “ripple bodies” and “delta thickness and continuity in the downward
lobes”, were observed to consist of a number direction, as dip angles become less steep.
of distinguishable elementary rhythm units; Secondly, elementary rhythm units generally
in turn, “‘cross-stratified units”, do not lose continuity. It was assumed that
corresponding to scroll bars or groups of elementary rhythm unit geometries within
trough sets, were composed of several ripple scroll bars and trough sets are continuous.
bodies or delta lobes. To take the hierarchy a Further, the scale of digitization (pixel size)
step further, a morphological unit (i.e. a point was selected such that continuity was lost
bar) is composed of several cross-stratified only for very thin (interbed) units, and that
units. This hierarchy of scales of structured loss tended to occur only where the units
variation, relating terms used by Basumallick were steeply angled (see Figure 4).
(1966) to terms used here, is summarized in
Table 1.
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Figure 4. Schematic sketch showing
terminology used for small-scale stratification
units.

Irregularity

Available information indicates that the
individual beds of which the numerical
aquifer is composed have variable thickness,
orientation, and shape. However, no
quantitative geometric data were available.
Therefore, as an initial approximation,
parameters of the geometric model such as
angles and lengths were generated from low-
variance normal distributions so that the
resulting images qualitatively match field
sketches such as that shown in Figure 5,
taken from Pryor (1973).
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Permeability Assignment

The model used to assign sediment
classifications (depositional unit types) to
grid blocks at a fine scale has been discussed.
The final step in generation of the parameter
field was to assign permeability values to
each grid location according to some relation
between sediment classification and
permeability. Here again the study suffered
from a lack of observed data. Therefore,
permeabilities were assigned on the basis of:

¢ Available quantitative measurements
(Basumallick, 1966; Weber et al., 1972;
Pryor, 1973; Weber, 1982).

¢ Qualitative and quantitative descriptions
of overall trends (Basumallick, 1966;
Jopling, 1967; Pryor, 1973).

It has already been noted that geometric
variations at scales smaller than the
“elementary rhythm unit" are not explicitly
characterized. Similarly, permeability vaiues
were assigned to be constant within these
units, except for the imposition of a trend of
increasing permeability downward along the
unit. This trend is inferred from the
documented increasing median grain size
along the unit.
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Figure 5. Sketch of point bar stratification observed in trenches, with measured _
permeabilities (Darcys) from Pryor (1973). Section A is parallel to flow direction; section

B is perpendicular.
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some variations were modeled. The
only variation imposed at the bed scale was
assignment of one permeability for
elementary units and another for interbeds,
reflective of the weak variation in mean grain
size in adjacent elementary units within a
particular ripple lobe or delta body
(Basumallick, 1966). Variability at the larger
bed set scale (i.e. trough set or avalanche fan
set scale) was represented by low-variance
normal distributions derived from a
combination of quantitative measurements
and field drawings at the Wabash River sites,
and substantiated by other quantitative studies
in similar sediments. Pryor (1973) reported
results of some measurements made on
samples taken from trench walls; Figure 6
shows a histogram of these data.
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Figure 6. Histogram of permeability data
measured by Pryor (1973).

The sample scale was such that it
encompassed multiple laminae, and was thus
representative of the average permeability of
either an elementary unit or an interbed,
depending on the location of the sample.
Sample spacing was large enough that
adjacent samples were in different bed sets,
so that the variability represented is that of the
bed set scale. Although the number of data
was too small to make definitive statistical
statements, the histogram lends qualitative
support to the concept (based on the
depositional model) of a frequency
distribution with two closely spaced modes,
or more precisely, two overlapping low-
variance distributions corresponding to
elementary rhythm unit and interbed

permeabilities. Using this concept, the mean
value and variance reported by Pryor (1973),
supported by data from Weber (1982), was
distributed among three sources of variation:
1. A distribution of permeabilities for
elementary units, 2. a distribution for
interbeds, and 3. superimposed trends. By
this approach, and based upon the volumetric
fraction of each sediment type, a mean value
and variance of elementary unit permeability,
a mean and variance of interbed
permeability, and a trend slope were
calculated. A linear form was assumed for
the trend, with a magnitude accounting for
30% of the total variance. Finally, the thin
units which form the lower external
boundaries of trough sets (called bottomsets)
were given permeability values which were
lower than those of the overlying crossbeds
by factors of 2 to 4, depending on the size of
the trough set unit; this assignment is based
on data reported by Weber et al . (1972).
Assignment of permeability values to
mud drape sediments was based on a similar
process to that used to assign drape
thicknesses. The mean and variance of a
low-variance normal distribution were
estimated from available data (Pryor, 1973),
and sample values from this distribution were
smoothly interpolated over the drape volume.

Sample Images

Using the above methodology a
complete description of a realistic sediment
body analogous to that shown schematically
in Figure 1 was constructed. The
discretization grid for assigning permeability
contains 1440 x 1200 x 480 (nearly 900
million) cubic elements, 3.8 mm on each
side. Several individual cross-sections
through the sediment body were generated in
each of the three principal orientations; these
have been used for some preliminary two-
dimensional structural analysis and for visual
verification.

Figure 7A shows a cross-section
through the entire sediment body, with gray
scale values representing permeability.
Because it may be difficult for the reader to
resolve individual scroll bars and trough
units, a tracing of the boundaries of these



units is given as Figure 7B. Figures 8 and 9
are enlarged views of an individual scroll bar
and trough set cross-section, respectively,
and show the internal detail of each.
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Figure 7. Permeability field of a cross section, perpendicular to flow direction, throu gh the
simulated sediment body: A. Grey scale map; B. Tracing of outllines of depositional units

(S=scroll bar, T=trough set, D=mud drape).
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Figure 8. Permeability field of a cross section through an individual scroll bar (S13 in
Figure 7B). Vertical exaggeration = 2.67.
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Figure 9. Permeability field of a cross section through an individual trough set (T12 in
Figure 7B). Vertical exaggeration = 3.0.



Planned Study and Analysis

The numerical aquifer which has been
developed holds promise for study in several
important areas. Three such areas of study
are outlined below, with specific examples.

First, the validity of assumptions
used in conventional models of spatial
structure can be assessed. Because complete
knowledge of the parameter space is
available, spatial moment functions (usually
assumed to equal ensemble moment functions
via the ergodic hypothesis) can be computed
without sampling error. Assumptions of
second-order stationarity and isotropy of the
spatial distribution, as well as goodness-of-fit
to commonly used moment function models
(e.g. exponential covariance) can be
assessed. Plots of spatial moment functions
can be examined visually for evidence of
nested scales of variability.

Second, several alternative means of
representing the spatial structure of the
numerical aquifer can be explored. Examples
include shape-oriented analyses (Pavlidis,
1978; Leu and Wee, 1985), methods which
quantify connectedness of flow paths (Ronse
and Devijver, 1984; Journel and Alabert,
1988), higher-order statistical analyses
(Gagalowicz and Tournier-Lasserve, 1986),
and structural approaches to texture analysis
(Garber and Sawchuck, 1981).
Consideration of alternative approaches to
structural characterization is aimed at
determining those aspects of spatial structure
emphasized or best characterized by each
model, and at determining which models are
best suited to visual representation of the
structure of the numerical database.

The most important question to be
addressed through analysis and study of the
numerical database is: Which aspects and
scales of spatial structure, among those
exhibited in the study aquifer, are most
critical to good prediction of site-specific
transport behavior? This question will be
addressed through a sequence of comparative
modeling studies. Having explored a variety
of spatial structure models, the particular
aspects of structure well represented by each
model will be known. Therefore, it will be
possible to systematically modify the
parameter space (i.e. filter out particular
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aspects of the structure) and compare the
resulting model predictions. In addition,
various upscaling (or effective parameter)
approaches can be applied to assess the ,
impacts of structural assumptions required in
each upscaling approach, and to determine
whether there is some minimum scale of
heterogeneity which must be characterized to
obtain a good prediction. Finally, since there
is no single predictive measure of transport
behavior, it will be of interest to explore
several different measures (for example,
breakthrough curves at selected points as well
as spatial moments of contaminant plumes).

Summary

Increased reliability of subsurface
transport prediction models requires greater
understanding of the character and impacts of
spatial structure in geological media.

One approach to gaining such
understanding is the application of geological
information (field observations and
understanding of depositional mechanisms)
to develop realistic representations of natural
sediment bodies. While finely detailed
quantitative measurements of actual
sediments are lacking, this approach
nevertheless allows characterization at a much
finer scale, and with fewer “non-geological”
assumptions, than has previously been
attempted.

This approach was used to define the
detailed permeability structure of a coarse-
grained point bar deposit. Itis believed that
this “numerical aquifer” contains realistic
elements of geological structure, and
therefore is a valuable resource for the study
of spatial structure and its impacts on
transport prediction.

As the next stage of our study, we plan
detailed characterization of the spatial
structure of the numerical aquifer, using both
conventional and alternate models, with the
following goals:

1. to compare the structure of the numerical
aquifer to that represented by models
commonly assumed for parameter
estimation procedures in subsurface flow
and transport modeling,



2. to explore alternative ways of representing
the structure of the numerical aquifer
using non-conventional models, and

3. to evaluate the impact of assumptions
required in formulation of various models
of spatial structure upon prediction of
flow and transport.
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Reservoir Characterization Case Study:
Sandy Facies

by John Kramers, Li-Ping Yuan, Stefan Bachu
and David Cuthiell

Abstract

The Provost Upper Mannville B Pool in east
central Alberta is contained in Mclaren
Formation sands of Lower Cretaceous age. The
reservoir provides an ideal case study for
developing reservoir characterization
techniques because several scales of
heterogeneity are present and because there is a
high density of wells, with excelient core and a
suite of modern geophysical well logs. The
reservoir is up to 35 m thick, and original oil-
in-place has been estimated at 34.2 x 106 m3

of 139 API oil. Wells in the reservoir have
primary production and several EOR projects
are or have been active in the pool.

The reservoir sands were deposited in
fluvial environments in a valley fill setting.
They consist of an overall fining upward
sequence and can be divided into a lower blocky
channel lithofacies, making up most of the
reservoir, grading up through a transition zone
lithofacies into a channel margin lithofacies.
This in turn is overlain by overbank and
abandonment lithofacies. Within the blocky
channel and transition zone lithofacies there is
a shale clast lithofacies, comprised of
extremely heterogeneous zones of shale breccia
in a sand matrix. The reservoir can be divided
into two main portions, a relatively "uniform”
sandy part and a heterogeneous portion
comprised of shale clast breccia. Petrophysical
properties, such as permeability, can be
estimated for each of these using different
techniques. Four flow units were recognized in
the sandy portion of the reservoir based on
lithology, porosity and permeability
measurements, and supported by results from
pore-type definition using petrographic image
analysis techniques. These are: the water-
saturated blocky channel sands, the oil-
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saturated blocky channel sands, the transition
zone sands, and the channel margin sands. The
flow units were characterized using statistical
averaging of core analysis data on a well and
pool wide basis. This characterization for each
of the flow units produces information at the
scale required for numerical process
simulation and basin modelling.

Introduction

The oil sands and heavy oil deposits of
Western Canada with resources of 471.6 x
109 m3 bitumen (Outtrim and Evans, 1978;
MacCallum and McCrossan, 1979; Wilson and
Bennet, 1985) are North America's largest
petroleum energy resources. However, only a
small portion (~ 5%) is recoverable by
surface mining methods, the remainder must be
recovered by in situ techniques. These oil sands
and heavy oil reservoirs are heterogeneous and
complex, and similar to enhanced recovery of
conventional oil reservoirs, requires an
integrated team with expertise in geology,
petrophysics, reservoir engineering and
numerical modelling to develop recovery
strategies for individual reservoirs based on an
understanding and characterization of the
reservoir. With this in mind, the Alberta
Geological Survey, through its Joint Oil Sands
Geology Program with the Alberta Oil Sands
Technology and Research Authority (AOSTRA)
and the Alberta Department of Energy, initiated
a project with the objective to develop and
evaluate techniques for the detailed
characterization of oil sands and heavy oil
reservoirs for use in numerical process
simulations.

This paper reports on studies carried out
for the sandy portions of the Provost Upper
Mannville B Pool, which has been characterized
from the pore scale to the reservoir flow unit
scale using a variety of techniques ranging from
petrographic image analysis to statistical



methods.  Characterization of the more
heterogeneous portions of the reservoir was
carried out using numerical modelling of fluid
flow through two-dimensional domains based on
images of actual core-size regions, and then
scaling these results up to the reservoir scale.
These results have been reported by Bachu and
Cuthiell (1990), Bachu et al. (1991), and
Cuthiell et al. (1990). The combination of
these approaches in one multidisciplinary
project has provided a comprehensive
quantitative characterization of all the
reservoir flow units, suitable for numerical
simulation studies.

The Provost Upper Mannville B Pool was
chosen for study because of: 1. it's limited
stratigraphic and areal extent; 2. good data
control (logs and core); 3. a variety of
reservoir conditions (such as bottom water, gas
cap and permeability barriers); and 4. because
several EOR projects are, or have been active in
the pool. In addition, data on its reservoir
properties, useful for numerical process
simulation, are available in the public domain
through a series of Petroleum Recovery
Institute reports (Collins, 1977; Collins and
Pilles, 1981; Hayashitani and Davis, 1981),
and papers by Nazarko (1983) and Salahub and
Mudie (1990) describing several pilot
projects in the reservoir.

Reservoir Geology

The Provost Upper Mannville B Pool is
located in east-central Alberta, Canada near the
Alberta-Saskatchewan border, and occupies
most of the northern half of Tp 36 and the
western half of Tp 37, R 1 W4 Mer (Figure 1).
The reservoir is located in McLaren Formation
channel sands of Upper Mannville (Lower
Cretaceous) age (Figure 2), at a depth of
~725 m KB. The Alberta Energy Resources
Conservation Board has estimated original oil in
place at 34.2 x 106 m3 of 13% API oil. The
reservoir is long and narrow, ~ 1.5 km wide by
15 km long, and up to 35 m thick, with an
average net pay of 10-12 m. It is underlain by
shales and silts of the Waseca Formation and
capped by the upper McLaren Formation shales
and the overlying Colony Formation.

The mixed marine and continental
sand/shale succession of the Lower Cretaceous

Figure 1. Location of the Provost Upper

Mannville B Pool.
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Figure 3. Isopach of McLaren Formation valley fill sequence.

Mannville Group (Figure 2) unconformably
overlies Paleozoic carbonate rocks and in turn
is unconformably overlain by the marine Joli
Fou shales of the Colorado Group. The McLaren
Formation along with the overlying Colony and
underlying Waseca Formations makes up the
Upper Mannville Group. The regional setting of
the Mannville Group in Alberta has been
discussed by numerous authors. The most
recent detailed treatment is provided by
Jackson (1984), in a series of paleogeographic
maps covering selected time intervals through
the Mannville Group. Gross (1980, 1981a, b)
has considered the Provost Upper Mannville B
Pool.

A number of depositional cycles are
recognized within the Mannville Group. Sheet
sands, consisting of one or more coarsening
upward shale to sand sequences can be
correlated over large areas using a combination
of geophysical well logs and cores. A number of
thick, linear-trending sand bodies, generally
considered to be of channel origin by most
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authors, cut through these regional sand cycles.
In the Provost area, following depostion of the
shallow marine and nearshore regional McLaren
Formation sediments, there was a lowering of
relative sea level which resulted in the cutting
of a valley system. The extent of this valley is
shown in Figure 3. As base level rose again, due
to a rise in relative sea level, this valley was
aggraded and the valley fill sediments were
deposited. The sequence of lithologies and
sedimentary structures indicates a sandy,
fluvial system origin for the valley fill
sediments. A modern example of similar
depositional conditions is found in the sandy
braided river deposits of the South
Saskatchewan River in central Saskatchewan
(Cant and Walker, 1978).

Lithofacies

The McLaren Formation in the Provost area
can be subdivided into a regional MclLaren and a



McLaren valley fill sequence. Figure 3, an
isopach of the valley fill sequence, shows the
location of the MclLaren valley. Figure 4 is a
west-to-east stratigraphic cross section
showing the geometry of the valley fill, which
can be subdivided into six distinct lithofacies,
recognizable on geophysical well logs and in

cores. Figure 5 shows the gamma ray and
resistivity logs for a typical well, with
lithology, lithofacies, and oil saturation.

Because the Provost Upper Mannville B Pool
reservoir is contained within four of the valley
fill lithofacies (the blocky channel, transition
zone, shale clast, and channel margin
lithofacies, in ascending order), only these
lithofacies will be considered further. A
detailed description of all the lithofacies has
been presented by Kramers et al. (1989).

Blocky Channel Lithofacies

The blocky channel lithofacies forms the
main part of the reservoir. It consists of
trough and planar cross bedded, well sorted,
quartz-rich sands. Grain size varies from
medium grained at the base to fine-to medium-
grained near the top. This is the thickest of all
lithofacies, up to 20-25 m, and is interpreted
as having been deposited in the main part of the
channel complex that occupied the McLaren
valley.

Transition Zone Lithofacies

This lithofacies overlies and is transitional
with the underlying blocky channel lithofacies
and grades upward into the overlying channel
margin lithofacies. It represents the fining
upward from the blocky channel sands to the
finer grained channel margin sands. Grain size
ranges from fine-to medium-grained to very
fine-grained at the top. Sedimentary
structures vary from cross bedding at the base
to laminations, ripple laminations, ripples and
climbing ripples near the top. The thickness is
highly variable, but can be up to 5 m.

Channel Margin Lithofacies

The channel margin lithofacies is the
uppermost sandy facies. Grain size varies from
fine- to very fine-grained at the base to silty at
the top. At the transitional base the sand is

relatively clean, but quickly becomes
argillaceous and has interbedded shale and silty
shale beds near the top. Thickness varies from
1 to 5 m. Deposition of this facies is
interpreted as having occurred in the margins
of the channel complex, on the edge of and on top
of point bars.

Shale Clast Lithofacies

The shale clast lithofacies occurs within the
blocky channel and transition zone lithofacies
and could be considered a subfacies. It consists
of shale, silty shale or carbonaceous silistone
clasts in a matrix of fine- to medium-grained
heavy oil sands. The clasts vary in size from
several millimetres to decimetres. Shapes vary
from equant to flat, and from well rounded to
very angular. Density of clasts varies from an
occasional clast to as high as 70% in core cross
section.

Gross thickness of the shale clast lithofacies
is up to 14 m, with the thickest continuous zone
being 3 m. Lateral continuity of intervals with
shale clast zones is predicted to be of the order
of tens to hundreds of metres. Figure 6 shows
the areas within the reservoir where shale
clast zones have been identified from cores and
geophysical well logs. The shale clast
lithofacies is interpreted as having been
deposited in the main part of the channel
complex with the clasts coming from erosion of
the channel cutbank. Shale clast zones are not
unique to the Provost Upper Mannville B Pool,
and can occur in any reservoir of channel
origin.

The Reservoir

The Provost Upper Mannville B reservoir is
contained entirely within the blocky channel,
transition zone, shale clast and channel margin
lithofacies of the MclLaren valley fill sequence.
Figure 7 is an isopach of these four lithofacies
and is equivalent to the gross reservoir
thickness. From this figure it can be seen that
the maximum reservoir thickness of 35 m
occurs in Sec 17 to 20, in Tp 37, R 1 W4 Mer.
As shown in Figure 8, maximum net pay varies
from 13 m in the southern portion of the pool to
26.5 m in the northern portion of the pool.
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Figure 8. Isopacﬁ' of net oil pay.

Where underlying water occurs there is usually
a transition to the water zone, varying
from1.5-4 m. Small gas pockets occur in
structurally high areas.

Characterizing reservoir properties for
process simulations involves scaling-up from
core and well log-derived values to the flow
unit or reservoir grid block scale. On the basis
of lithology and internal heterogeneity, the
Provost Upper Mannville B Pool reservoir can
be divided into two parts: the "relatively
uniform” sandy portions; and the heterogeneous
shale clast zones. Different techniques were
used to characterize the reservoir properties
for these two subdivisions, with an emphasis
being placed on absolute permeability. The
characterization of the heterogeneous shale
clast zones is reported by Bachu and Cuthiell
(1990), Bachu et al. (1991) and Cuthiell et al.
(1990).

Sandy Facies Characterization

The sandy facies of the Provost Upper
Mannville B Pool compromises the blocky
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channel!, transition zone, and channel margin
lithofacies. These three lithofacies represent a
natural gradational sequence from the main
channel complex, to the margins of the channel,
to the point bar, respectively. In general,
porosities in the blocky channel lithofacies
average close to 30% with maximum oil
saturation near 80%. In the transition and
channel margin lithofacies, both porosity and
oil saturation decrease upward as a result of the
fining upward trend in the reservoir lithology.

Horizontal air permeabilities of 5 x 10-12 m2
(5 Darcies) have been measured in fresh core
samples from the blocky channel lithofacies.
They decrease to the 1015 m2 (hundreds of
millidarcies) range near the top of the channel
margin lithofacies. Because of this gradational
variability, the sandy facies cannot be
characterized as a single flow unit. Rather, it
has to be divided into a number of units, based
on flow characteristics. A combination of
techniques was used to delineate the flow units
and to characterize the absolute permeability of
the Provost Upper Mannville B Pool sandy
facies.



Pore System Analysis

Petrographic image analysis (Ehrlich et
al., 1984; Ehrlich and Davis, 1989; Yuan,
1990) was used to characterize the pore
systems of the sandy facies. Representative
core plug samples were taken from each of the
sandy lithofacies. Sixteen thin section images
from each core plug were digitized as binary
images representing pores and grains. An
erosion-dilation image processing technique
was applied to each image to produce generalized
pore size distributions. The measurements
were averaged for each thin section. The size
distributions for all the core plug samples were
then analyzed using an unmixing algorithm
(Full et al., 1981, 1984) to represent each
sample as being composed of fractions of a
number of end member pore systems. In order
to evaluate pore connectedness, pore areas were
divided into smooth and rough components. For
each connected pore area, the smooth component
is defined as the area of the largest inscribed
circle, and the rough component is defined as
the remaining pore area. A connectivity
indicator was then defined as the ratio of the
rough area to the total pore area. A value of
zero corresponds to isolated circular pores and

10

as the indicator approaches unity, the pore area
typically consists of highly connected pores.
Yuan (1990) discusses the methodology and
theory of the petrographic image analysis
technique, and the details of how it was applied
to the Provost Upper Mannville B Pool sandy
facies. Only the results of the petrographic
image analysis are reported here.

A quantitative relation between measured
permeability values and image data can be
established by regression analysis (Kramers et
al., 1991). This can be used to predict the
permeability of samples for which no
measurements are available. Horizontal
permeability values were correlated with pore
size and pore connectivity indicator (Figure 9).
Vertically oriented thin sections through
horizontal core plugs were used, because
laminae in the core plug are best sampled by a
vertical thin section. The following relation

(R2 = 0.86) was found:

k = 0.00647 p2 + 32.2 ¢ - 23.0

where k is permeability in darcies (1 darcy
= 1012 m2), p is the average pore radius in
um, and c is the connectivily indicator.

o
1

Permeability - k (darcy)

0.7

Connectivity indicator . c >

1130 o
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R
720 .;}"g'
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Figure 9. Regression relation between pore size, connectivity indicator and permeability. The
filled circles are the data projected onto the regression surface and the vertical lines
indicate the distance between the data point and their projection.
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The unmixing procedure (Full et al., 1981,
1984) used to identify the pore systems
includes a Q-mode factor analysis with an
iterative process to represent each sample as
being composed of several end members. The
number of end members is chosen in such a way
that most of the variance of the size
distributions are explained. Four end member
pore systems were identified for the Provost
Upper Mannville B Pool reservoir and the pore
images in Figure 10 represent the closest real
image examples of these four hypothetical end
members. In general, end member 1
represents large, highly connected pores; end
member 2 represents medium size and highly
connected pores; end member 3 is composed of
medium-large but poorly connected pores; and
end member 4 represents small and poorly
connected pores.

The fractional end member amounts in each
sample have been plotted within a tetrahedron
(Figure 11) to show the relation between end
member pore types and reservoir lithofacies.
End member 1 is present in significant amounts
in the oil-saturated blocky channel sands, end
member 2 is found in large amounts in the
transition zone sands, end member 3 is closely
associated with the water-saturated blocky
channel sands, and end member 4 is typical of
the channel margin sands. The trend from end
member 1 through end member 2 o end
member 4 is closely related to the fining
upward sequence found in the reservoir. The
poorly connected pore networks found in end
member 3 sands, typical of the water-saturated
blocky channel sands, is the result of a different
diagenetic history of these sands compared to
the other sands. After oil invaded the
reservoir, formation water was still able to
access those sands in the underlying water leg,
thus allowing diagenetic processes to continue;
whereas in the oil-saturated portion of the
reservoir diagenetic processes either ceased or
were severely inhibited.

Linking the reservoir pore systems and
lithofacies has allowed for a qualitative
extension of flow parameters to areas of the
reservoir where only geological information is
available. In addition, it also provides a
methodology to predict absolute permeability
values for samples where no measurements are
available.
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Definition of Flow Units

Within the sandy facies of the Provost
Upper Mannville B Pool there is a large body of
petrophysical data measured from cores. |t
consists of interval measurements of fluid
saturations and porosity, and discrete point
(plug) measurements of permeability. These
data need to be scaled up from the core scale to
the flow unit or grid block scale to be useful in
numerical reservoir models used in simulations
of recovery processes.

Most wells show a definite variability of
permeability with depth, in which permeability
is relatively constant in the main portion of the
reservoir (the blocky channel lithofacies), and
then decreases toward the top of the reservoir
through the transition zone and channel margin
lithofacies. This variability is most clearly
shown by wells in the currently active steam
pilot (Figure 12). Not shown in Figure 12,
because these wells do not have a water leg, is a
lower permeability in the water-saturated
blocky channel sands than in the overlying oil-
saturated blocky channel sands. This overall
trend of decreasing permeability toward the
upper portions of the reservoir and lower
permeability in the water-saturated sands is
what one would expect, based on the geological
nature of the reservoir. The overall fining
upward cycle inherited from the depositional
environment is the controlling factor for
permeability variability within the reservoir,
except for the diagenetic overprint in the
water-saturated sands.

The scaling up of core analysis
measurements in individual wells to a
characteristic value for flow units or grid
blocks on a reservoir scale requires a
sequential process (Cushman, 1984). Data
density is different in the vertical than in the
horizontal direction, i.e. plug measurements
are centimeters apart in the same well, but tens
to hundreds of meters between wells. Thus, the
first step is to scale the core analysis
measurements to flow units on a well-by-well
basis. The next step is to scale up these values
to flow units on a reservoir scale.

Based on lithology, fluid saturations,
porosity and permeability measurements, and
supported by the pore system analysis, the
sandy reservoir facies have been divided into
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four flow units. In ascending order, these are:
the water-saturated blocky channel sands; the
cil-saturated blocky channel sands; the
transition zone sands; and the channel margin
sands. Figure 13 presents the results of the
first step for an example well: subdivision of
the reservoir into flow units and gquantification
of permeability values for each flow unit in the
well.  The permeability values in the blocky
channel and channel margin flow units vary
within a relatively narrow range and show no
significant variability with depth. The
permeability in the transition zone flow unit
exhibits a gradual decrease from the blocky
channel to the channel margin sands (Figure
13). Thus, for the blocky channel and channel
margin flow units, the effective permeability
values for individual wells were calculated as
the geometric average of the individual core
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plug values {Weber and van Geuns, 1989).
Calculation of the well-effective permeability
values for the transition zone flow unit took the
almost linear trend in permeability variation
into account by calculating the integrated
average of this variation. The characteristic
porosity for each flow unit on a per well basis
was calculated as the weighted arithmetic
average of the individual interval
measurements.

Effective permeability and porosity values
at the well scale represent local conditions,
whereas the entire reservoir represents a
larger scale. The average thickness of the flow
units is on the order of 10 m or less, while
their areal extent is on the order of 102-
103m. Thus, it is appropriate to use the
'shallow water' approximation by which
hydraulic conductivity (directly related to
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permeability) is averaged over the thickness of
the flow unit and becomes transmissivity (T)
(Dagan, 1989). This is represented as a point
value in a horizontal system of coordinates.
Transmissivity values were calculated for each
flow unit at every well location. The actual
number of points (wells with core data) are
15, 18, 21 and 2 for the channel margin,
transition zone, oil-saturated blocky channel
and water-saturated blocky channel flow units,
respectively. No trend is present in the areal
transmissivity distributions, thus the effective
or characteristic transmissivity value was
calculated as the geometric average of the
respective frequency distribution. In the
absence of any trend, the effective porosity at
the flow unit scale was taken as the arithmetic
average of the well values. Based on well
density and lithological and fluid saturation
considerations, only the cored wells in the
northern portion of the Provost Upper
Mannville B Pool (Sec 17-20, Tp 37, R 1 W4
Mer, Figure 8) were included in this step of the
scaling-up process. Table 1 presents the
resulting characteristic values at the reservoir
scale. These effective values are dependent on

the flow conditions (Dagan, 1989), which in
this case are assumed to be steady and uniform.
in addition to the sandy facies flow units, the
shale clast zones also represent distinct flow
units, but of a much smaller areal extent. The
scaling up of their properties is discussed by

Bachu et al. (1991), Bachu and Cuthiell
(1990), and Cuthiell et al. (1991).
For single-well numerical simulation of

recovery processes, the first scaling-up step is
probably sufficient to assign characteristic
permeability and porosity values to the
simulator grid blocks. If a recovery process is
to be simulated for a specific area of the
reservoir, then the entire scaling-up process
should be applied to every well in that portion
of the reservoir and interwell prediction
techniques (Haldorsen and Damsleth, 1990)
should be used to assign values to the non-well
simulator blocks. The subject of interwell
variability of reservoir properties is a
separate area of research, and was not addressed
in this study. The reservoir-scale effective
values of transmissivity and porosity can be
used directly in regional scale modelling.
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Table 1

Reservoir-scale characteristic values of porosity and transmissivity
for the sandy flow units,
northern portion of the Provost Upper Mannville B Pool.

Flow Unit Number Porosity Transmissivity
of (10-4 m2/sec)
Wells  ------mmii i ee e e e
Characteristic  Variance Characteristic = Variance
Value Value (in'T)
Channel Margin 15 0.255 1.1 x 10-3 0.095 0.706
Sands
Transition Zone 18 0.306 7.0 x 10°4 0.514 0.285
Sands
Oil-saturated 21 0.342 4.0 x 1004 4.200 0.177
Blocky Channel
Sands
Water-saturated 2 0.246 . 0.250 -
Blocky Channel
Sands

Conclusions

Using the Provost Upper Mannville B heavy
oil pool in east-central Alberta as a case study,
a multidisciplinary approach  to reservoir
characterization has shown- that:

1. Based on lithological characteristics: and:
internal heterogeneity, the Provost Upper
Mannville B Pool reservoir can be divided into

two parts, a relatively “"uniform” sandy

portion, and a heterogeneous portion composed:

of shale clast breccia zones. Different

characterization techniques are required for the

characterization of these dissimilar portions of
the reservoir.

2. At the pore scale, the sandy portion of the
reservoir was characterized using petrographic
image analysis. As a result, four end member
pore systems were identified. A regressive
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relation between  pore system characteristics
and permeability was developed that can be used
to predict permeability values where no
measurements were taken.

3. At the reservoir scale, flow units were
defined based on lithological character, fluid
saturations, porosity and permeability
measurements, and the results of the pore
system" analysis. The sandy portion of the
reservoir can be divided into four flow units:
the water-saturated blocky channel sands; the
oil-saturated blocky channel sands; the
{ransition’ zone sands; and the channel margin
sands. Characteristic permeability and
porosity values were calculated for each flow
unit at the well scale and then scaled up to
reservoir scale transmissivity and porosity
values. The shale clast zones represent a fifth
flow: unit.
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Reservoir Characterization Case Study:
Bimodally Heterogeneous Facies

by Stefan Bachu, David Cuthiell,
John Kramers and Li-Ping Yuan
Abstract

Heterogeneity is present in geological
structures at all scales, and its distribution
and characteristics have an impact on fluid
flow and transport processes. The rocks
need to be characterized by their effective
properties at the scale of interest, but in
most instances information or data are
available at a smaller scale. In these
cases, there is need for a scaling-up of rock
property data, based on the particular
characteristics of the heterogeneous
porous medium. Shale clasts or quartzite
pebbles randomly distributed in a sand
matrix constitute a particular type of stoc-
hastic heterogeneity, and have a bimodal
distribution and a binary character with
regard to hydraulic conductivity
(permeability). Two-dimensional numerical
simulations based on actual core data, and
physical fluid flow experiments were used
to study the core-scale effects of this type
of heterogeneity. The results show that the
effective hydraulic conductivity depends
primarily on the heterogeneity fraction and
on the conductivity contrast between
heterogeneity and the embedding matrix, a
dependence which can be described by a
generalized  weighted mean  model.
Another important factor is the
connectedness of the more permeable
component. The effective conductivity has
a second order dependence on such
heterogeneity characteristics as shape,
aspect ratio, orientation and distribution
within the porous matrix. Degending on
these characteristics, the bounds of
effective values for hydraulic conductivity
can be narrowed further from the extreme
bounds expressed by the arithmetic and
harmonic averages.

Introduction

Understanding of fluid flow and transport
processes in aquifers and hydrocarbon
reservoirs is essential to successful and
environmentally safe exploitation of water
and energy resources. To this end, the
study and characterization of aquifer or
reservoir variability is very important, and
has attracted the attention of various
researchers. The issue of spatial variability
is intrinsically linked with the scale at which
the flow processes take place or are
studied. Very few geological structures are
homogeneous, and the flow processes of
interest usually take place in hetero-
geneous regions of much larger extent than
the heterogeneity scale. In this case, the
main objective is to define and quantify the
effective properties of the flow domain at
the large scale based on knowledge of
property variability at the smaller scale,
such that the large-scale flow and transport
equations are satisfied. The variations
associated with heterogeneity are
smoothed out, and the large-scale
equations become similar to those des-
cribing the behaviour of an equivalent
homogeneous porous medium. The
scaling-up from the heterogeneity scale to
the domain scale must retain the main
characteristics of the heterogeneous
medium, neglecting at the same time the
particular details. Different methods,
broadlg classified as direct and indirect,

e

have been used to arrive at effective or
equivalent property values for
heterogeneous systems. A general

overview of these methods can be found in
Bachu and Cuthiell (1990).

A particular type of heterogeneity is

represented by the two-component
system. In such systems, the variability of
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the given property within any individual
component is much smaller than the con-
trast in property values between the two
components. By neglecting the small range
variability of a property for each individual
component, bimodal heterogeneity distri-
butions become binary. This type of
heterogeneity is present at all scales (e.g.
the fluid-solid at the pore scale, pebbles in
a sandy aquifer at the local scale, or shale
lenses in sandstones at the regional
scale).

There are cases of aquifers and reser-
voirs where various types of heterogeneity
are present, and each one has to be dealt
with in a different way. Such a reservoir is
the Provost Upper Mannville B Pool in
Alberta, Canada, which contains both
sandy and binary facies. The sandy parts
of the reservoir have been characterized at
all scales (from pore to facies) using a
variety of techniques (Kramers et al.,
1991). The characterization of the binary
facies, which ronsists of shale clasts
embedded in a sand matrix, is reported in
this paper using an indirect method with the
aim of defining the effective hydraulic
conductivity of such core-scale hetero-
geneity in a quasi-empirical way. The
indirect method is based on knowledge of
the heterogeneity distribution at the smaller
scale, and of the behaviour of the flow
variables at the larger scale. The ultimate
goal is to characterize the heterogeneous
binary facies at the scale needed in
reservoir process simulations. Because
this scale is several orders of magnitude
greater than the heterogeneity scale, a
sequential scaling-up approach is needed
(Cushman, 1984; Lassetter, Waggoner and
Lake, 1986). In the first step, the
shale-clast heterogeneity is replaced at the
layer scale by core-scale regions each
characterized by an effective permeability.
In the next step, the variability in
core-region permeability is replaced by a
layer-scale effective permeability. Finally,
the various shale-clast layers in the
reservoir are similar with shale lenses, and
can be treated in various ways in process

simulations and Damsleth,

1990).

(Haldorsen

Previous papers on the particular subject
of shale clasts presented general reservoir
characteristics (Kramers et al.,, 1989) and a
detailed statistical characterization of the
shale clasts (Cuthiell et al., 1991), together
with the scaling-up approach. This paper
reports further results obtained in the first
step of the scaling-up process. Numerical
simulations of fluid flow were performed for
two-dimensional images of actual hetero-
geneous core from three wells in the
reservoir.  Given the lack of knowledge
about the three-dimensional characteristics
of the shale clasts, physical experiments
were used to study the fluid flow through
systems consisting of pebbles embedded in
sand. It was found that the generalized
weighted mean model (Korvin, 1982) offers
a good representation of the effect of
heterogeneity on the effective hydraulic
conductivity of such binary heterogeneous
systems.

Source Of Data

The Mannville Group (Lower
Cretaceous) in Alberta, Canada, is char-
acterized by repeated alternations of thin
marine and non-marine deposits. Deep
channels occur at all levels within this
succession. The infill of the channels
varies substantially, from clean sand to
conglomerate to shale and siit. The Pro-
vost Upper Mannville B Pool in east-central
Alberta can be subdivided into two parts: a
"relatively uniform” sandy part, and the
binary, heterogeneous, shale clast zones.
A detailed description of the reservoir and a
characterization of the sandy facies can be
found in Kramers et al., (1989, 1991). The
shale clast zones have lateral continuity of
the order of 10' - 102 m as correlated
between wells, with a continuous thickness
of up to 3 m. The permeability contrast
between the sand matrix and the shale
clasts is of the order of 103. About 7000
clasts in 20 m of core from three wells were
digitized, producing several megabytes of



data describing two-dimensional clast out-
lines located in the core system of coordi-
nates. Figure 1 shows the image of a core
segment containing shale clasts.

The two-dimensional clast outlines are in
fact polygons whose characteristics can be
easily calculated. The  following
parameters were calculated for each in-
dividual clast: area, orientation (defined as
the direction of the principal axis of inertia),
length and width (defined as the
dimensions of the minimum enclosing
rectangle oriented in the principal
direction), aspect ratio (defined as
width-to-length  ratio), and shape factor
(defined as the ratio of clast area to the
product of width and length). The
characteristics of the clasts and the
shale-fraction distribution were treated
separately for the three wells. Figure 2
presents frequency distributions for some
of the clast characteristics, a more detailed
analysis can be found in Cuthiell etal,
(1989). The clasts vary in size (length) from
<1 cmto ~ 10 cm with a mode ~ 5 mm.
They are predominantly flat in shape, with
some being angular and others well
rounded. Their orientation is mostly
subhorizontal, although a significant
number of clasts are oriented at 30° to the
horizontal, and a few up to 90°. The
aspect ratio of the clasts varies between
0.1 and 1, with an average of 0.45. Finally,
most of the clasts are small (50% of them
have a cross-sectional area < 0.1 cm?),
although there are a few very large ones
(area > 10 cm?).

Analysis of Flow Effects

Because of their large number and re-
latively small size, the shale clasts or
pebbles cannot be directly incorporated into
studies of fluid flow in aquifers and
reservoirs. Therefore, it is important to
determine  effective values for flow
parameters characterizing the clast zone at
larger scales. At the core scale one has to
deal with a random distribution of binary
values for hydraulic conductivity. In the

Figure 1.

Binary image of a core portion
from “a shale clast layer (the
clasts are dark, the embedding
sand matrix is light).
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averaging method (Hassanizadeh and
Gray, 1979), the heterogeneity
characteristic dimension must be much
smaller than the characteristic dimension
of the Representative Elementary Volume
(Quintard and Whitaker, 1987) over which
the averaging takes place. Because this
condition is not satisfied in the case at
hand, the method is not applicable.
Neither can statistical methods be applied,
because the ergodic condition is not met
and because the domain for which data are
available is actually bounded. Closed
expressions derived from the self-con-
sistent method, which assumes circular
shapes, are not applicable because of the
irregular shape and distribution of the
clasts. Only the indirect method allows the
computation of the effective conductivity for
this type of heterogeneity.

The modelling of fluid flow through a
heterogeneous core region is viewed here
as a measuring instrument according to the
relativist concept (Baveye and Sposito,
1984). Therefore, the effective core-scale
values are defined operationally in terms of
the characteristics of the region being
modelled rather than by any REV. The
steady-state effective values K of the
hydraulic conductivity for the core region as
a whole can then be calculated from
Darcy’s law applied at the core scale
(Dagan, 1982):

<g>=-K, v<¢> (1)

where q is specific discharge, K is hydraulic
conductivity, ¢ is the hydraulic potential
driving the flow, and the angle brackets
denote mean value over the entire flow
domain. Given the direct relation between
permeability and hydraulic conductivity, the
physically or computationally measured
changes in effective hydraulic conductivity

are equivalent to identical changes in
permeability.
Numerical simulations of two-dimen-

sional fluid flow were carried out for actual
core-scale regions a few centimeters in
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size, taking into account the individual
position and geometry of the clasts. Initial
simulations of vertical and horizontal flow
were performed assuming homogeneous
hydraulic conductivity for each region, to
validate the numerical model. The
computed fluxes agreed to within 0.3% of
the calculated theoretical values. Sixteen
representative core-scale regions were
identified in the 20 m of digitized core in
such a way as to cover a wide spectrum of
shale clast fraction without having a single
large clast accounting for most of the
heterogeneity or obstructing the entire core
cross-section. The binary images of the
sixteen core regions are presented in
Figure 3 together with the corresponding
shale clast fractions . In this study of
stochastic heterogeneity based on
measured data, the physical dimension
(core diameter) of the sampling device and
the deterministic character of the very large
clasts excluded the analysis of core regions
with a shale fraction > 50%. Although the
results to be presented subsequently
cannot be generalized in the sense of
Monte Carlo simulations (e.g. Warren and
Price, 1961; Desbarats, 1987, Deutsch,
1989), it is felt that the conclusions are
representative for the effects of this type of
heterogeneity on fluid flow.

In the context of this paper, hetero-
geneity is defined as that component of the
medium formed of bodies (clasts or
pebbles) which are not connected, even if
occasionally some of them are touching.
The other component, embedding the
heterogeneity and forming a continuous
flow path, is called the matrix. The
following conductivity ratios (K, /K .. the
subscripts het and mat stan for
heterogeneity and matrix, respectively)
were considered in simulations: 0.5, 0.33,
0.2, 0.1, 0.02, 102 10% 10* and 10%.
Because the predominant orientation of the
clasts is subhorizontal, the principal
directions of the core-scale effective
conductivity tensor are expected to be
vertical and horizontal. With  this
assumption, vertical and horizontal effective

hydraulic conductivities were calculated for
each core region and the entire spectrum
of conductivity ratios K, /K .. by imposing
appropriate boundary conditions in the flow
simulations. The hydraulic head at two
opposite sides of a rectangular core region
were maintained at uniform and constant
but different values, while the other two
sides are no flow boundaries. The results
are presented in dimensionless form as the
ratio K /K, of the effective (or equivalent)
core-scale ‘hydraulic conductivity to the
matrix conductivity, function of the con-
ductivity ratio K /K ., and heterogeneity
fraction #.

Figure 4 presents the reduction in ef-
fective hydraulic conductivity as a function
of heterogeneity fraction f, for a
conductivity contrast K /K =0.001. The
following generalized“9 weighted mean
model (Korvin, 1982):

1
@ (A
Kot = | FKpet + (1 - 5) Kpay| :I (2)

was fitted by least squares to the calculated
values and used to extrapolate past f =
0.50. In the above relation, o is a power
value to be found by regression analysis,
bounded by the values -1 and +1 which
correspond to the harmonic and arithmetic
averages, respectively. The geometric
average is retrieved for o= 0. The
generalized weighted mean is a
single-parameter model equivalent to
resistor models comprised of conductive
elements in series and in parallel.

Despite the assumption of individual
homogeneity and isotropy of the two
components, the effective conductivity
clearly exhibits a tensorial character, with
the vertical component smaller than the
horizontal one for all heterogeneity

fractions. This result is similar to results
reported for impervious shale lenses
(Desbarats, 1987; Deutsch, 1989) and
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simulations were performed. The corresponding heterogeneity fraction

is indicated below each one. Each core is approximately 11 cm in

Binary images of the core-scale regions for which numerical fluid flow
width.

Figure 3.
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Figure 4. Variation of effective hydraulic conductivity (K_/K__,) as a function of
heterogeneity fraction £ for two-dimensional core-Scale regions. The
generalized weighted mean model is fitted to the data.

confirms the theoretical conclusion reached
by Quintard and Whitaker (1987) regarding
the large-scale conductivity tensor. The
large-scale anisotropy is due to, and
controlled by, the shape and distribution of
heterogeneities.  Further examination of
Figures 3 and 4 shows that the effect of
heterogeneity on fluid flow (effective
hydraulic conductivity) is not the same for
different core regions, even if the
heterogeneity contrast and fraction are the
same. The obvious reason is that there are
differences in other characteristics of the
clast distributions, such as size, aspect
ratio, shape and orientation.  However,
these have a secondary effect. Simulations
for the entire spectrum of conductivity
contrasts K, /K ., (Bachu and Cuthiell,
1990) have" shown that for the same
heterogeneity fraction £, the reduction in
the effective permeability has an

asymptotic behaviour for K /K .. < 0.01.
The presence of heterogeneltles has a
greater impact for large conductivity
contrasts in terms of both anisotropy and
reduction of effective conductivity;
nevertheless, their effect is significant for
low contrasts (K, /K ., > 0.01) as well, and
should not be neg biecléd.

The results presented in Figure 4 as-
sume that the heterogeneity is less con-
ductive than the embedding matrix, which
is the case of shale clasts or pebbles in
sand, or shale lenses in sandstone. At
other scales, the opposite situation may
occur, when the heterogeneity is more
conductive than the matrix (e.g. sand
bodies in shales). Korvin (1982) has shown
that the generalized weighted mean of the
oth order expressed by relation (2) is the
only possible functional form for the pro-
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perty of a composite material consisting of
two phases, provided that is unambig-
uously determined by the volume fractions
and the individual properties of the two
phases, and that a certain set of physically
plausible conditions are met. In particular,
the conditions of reflexivity, idempotency
and bi-symmetry imply interchangeability
of the two components (Korvin, 1982).
Accordingly, the change in the effective
hydraulic conductivity should present a
certain symmetry if the heterogeneity and
matrix hydraulic conductivities are inter-
changed in the sixteen core regions being
studied, this interchange being equivalent
to £ > 0.5 and £<0.5 for the same
geometry. However, the numerical
simulations have shown that this is not the
case. For the same clast distributions
(Fi%ure 3) and heterogeneity contrasts of
10° (sand matrix) and 10° (shale matrix),
respectively, the corresponding values of
the power o in the generalized weighted
mean model (2) are o, =0.486 and o, =
0.243 for connected sand, and o, =-0.315
and o, =-0.470 for connected shale (the
subscripts h and v stand for horizontal and
vertical flow, respectively). The o values
and particularly their sign show that the
effective hydraulic conductivity for this type
of heterogeneity has values above or below
the geometric average (w=0) of the
conductivity values of the two components,
depending on the connectedness of the
most conductive component. The above
results show that the generalized weighted
mean model of the oth order, while
generally adequate, is not sufficient to
capture, in a quantitative way, all the
dependencies of the effective hydraulic
conductivity on various characteristics of a
binary heterogeneous porous medium.

The dependence of the effective hyd-
raulic conductivity K, on the conductivity
contrast between 'the two individual
components and on matrix connectedness
is best summarized by the variation of the
power exponent o of the generalized
weighted mean (relation 2) as a function of
the conductivity ratio K, /K .. (Figure 5).
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The values of o for each conductivity ratio
and flow direction were obtained by least
squares fit of the functional (relation 2) to
the calculated effective conductivity values.
While admitting that the position and shape
of the two curves will probably change for
different distributions of heterogeneity size,
aspect ratio, shape and orientation, it is
believed that the main features of the
variation of the power exponent o remain
the same. This is because the effective
conductivity is dependent mainly on the
heterogeneity fraction sy and on the
conductivity ratio K, /K .., and has only a
second order dependence on other
heterogeneity characteristics. The primary
dependence of K, on K, f'/'Kmat and r is
strongly implied” by the - monotonic
behaviour of the power v as a function of
Kh?J/Km » and by the fact that the effective
hydradfic conductivity satisfies all the
conditions defined by Korvin (1982),
except bi-symmetry. Accordingly, the
results presented so far for heterogeneities
with  relatively large aspect ratios
(0.1 < width/length < 1) suggest that the
bounds of the effective conductivity K ; can
be restricted to:

Ky < Ko Koy < Kg

eth' ““efv

10F KoK,y 2 102

Ky < min (k,,,. Ky ) < Kg

for 102 < KM/K < 10°

mat

Kg < max ( Kotne Koru) < Ky

Kg < max (K, K, ) <K, for K /K . < 102

where K, and K, are the horizontal and
vertical components of the effective
conductivity tensor, and the subscripts H, G
and A stand for harmonic, geometric and
arithmetic averages, respectively. |If the
main directions of anisotropy are other than
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horizontal and vertical, then the respective
components should be used in relations
(3). The bounds 102 and 102 for
conductivity ratio K, /K ., in relations (3)
are somewhat empincal, but their choice is
supported by the fact that the behaviour of
the effective conductivity as a function of
the conductivity ratio becomes asymptotic
around these values (Bachu and Cuthiell,

1990). The practical application of these
results to any case for which the
conductivity contrast K, /K . and the

heterogeneity fraction s aremﬁnown, con-
sists in estimating the power averages o,
and o, from Figure 5 for use iIn the
genera]’ized weighted mean model (2) for
the calculation of the horizontal and
vertical components of the effective
conductivity.

The numerical simulations and the anal-
ysis carried out so far for a binary
heterogeneous porous medium consisting
of irregularly sized, shaped and distributed
heterogeneities in an isotropic porous
matrix show that the effective hydraulic
conductivity depends primarily on the
heterogeneity fraction, the conductivity
contrast and the connectedness of the
more permeable component. The
dependence on the heterogeneity fraction
and the conductivity contrast can be ex-
pressed in a semi-empirical way by the
generalized weighted mean model. Other
characteristics like heterogeneity size,
aspect ratio, shape, and orientation, have a
secondary effect, not yet quantified.
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Three-Dimensional Effects

The results of the numerical simulations
presented in the previous part of this
paper, although based on cross-sections of
actual heterogeneous core regions, are
limited by the two-dimensionality of the data
and of the flow analysis. It is well
recognized, and mathematically proved for
other types of statistical heterogeneity, that
the effective hydraulic conductivity in a
three-dimensional system is higher than in
a two-dimensional system with the same
statistical characteristics (Dagan, 1982;
Gelhar and Axness, 1983). Quantitative
evaluation of the effect of shale clasts on
fluid flow in a three dimensional system is
difficult because: 1) large enough portions
of shale-clast regions are not available from
core or outcrop for laboratory study; 2) the
three-dimensional geometries and char-
acteristics of the clasts are not known; and
3) in core, the shale clasts are set in an
unconsolidated sand  saturated  with
bituminous heavy oil, which inhibits the flow
of fluids through the sand matrix. To that
one must add the very large amount of
computer resources needed for
three-dimensional numerical simulations.
For these reasons it was considered that
the most effective alternative was to perform
flow experiments using an analogue system
that simulates a shale-clast region, in order
to evaluate the three-dimensional effects of
this type of heterogeneity.

The physical flow experiments were
carried out for cubic blocks (20 cm on each
side) composed of impermeable quartzite
pebbles distributed in a 10/20 frac-sand
matrix. In designing the experiments, the
following considerations were taken into
account: 1) the size and distribution of the
pebbles should be appropriate compared to
the respective volume of porous medium;
2) the statistical properties of the pebbles
have to be similar to those of the real shale
clasts; 3) the permeability contrast between
the pebbles and sand should be several
orders of magnitude; 4) both horizontal and
vertical fluid flow have to be simulated for
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each sample; and 5) the pebble distribution
has to cover the same range of hetero-
geneity fraction as the actual core regions
used in two-dimensional numerical
simulations. Figure 6 shows a dia-
grammatic cross-section of the constant-
-head permeameter used in the experi-
ments. The quartzite pebbles range in size
from 1.25 to 7.6 cm, with a higher aspect
ratio and a more rounded shape than the
shale clasts. For a given volumetric
fraction, the pebbles were placed randomly
in the sand matrix with a subhorizontal
orientation. = The mixture of sand and
"pebble clasts" was then heated in an oven
at 140°C for 10 h in order to cure the epoxy
coated sand. The result was an artificially
cemented block of binary heterogeneous
porous medium. The block could then be
placed in the permeameter in any of three
orientations, in order to run the flow of
water in the horizontal and vertical direc-
tions. The effective hydraulic conductivity
for each block and flow direction was
calculated using relation (1) after
measuring the flow rate at steady state for
a constant drop in hydraulic head.

Two blocks were prepared containing no
pebbles, in order to determine the hydraulic
conductivity of the sand component. The
hydraulic conductivity for these sand
blocks and all flow directions ranges from
4.42 x 10 to 4.57 x 10 m/s, with a mean
of 451 x 10° m/s and standard deviation
of 0.04 x 10° m/s. The corresponding
average permeability is 5.25 x 101 m2 (532
Darcies). Four other blocks were prepared
with pebble fractions of 10%, 20%, 30%
and 40%. The reduction in effective hyd-
raulic conductivity for the blocks with
pebbles is presented in Figure 7 as a
function of heterogeneity (pebble) fraction,
with the  corresponding  generalized

.weighted mean model (2) fitted to the data.

The reduction in hydraulic conductivity was
obtained as the ratio between the hydraulic
conductivity of the heterogeneous block
and the average value for sand.

The values of the parameter o obtained
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for the three-dimensional physical experi-
ments (o, = 0.592 and o, = 0.365) are
higher than those obtained from the
two-dimensional numerical simulations of
shale clasts (v, = 0.486 and o, = 0.243), as
expected. The reason is a combination of
dimensionality and differences in
heterogeneity characteristics (e.g. the
quartzite pebbles have a higher aspect ratio
and are more rounded than the shale
clasts, favouring fluid flow). The resuits
show that the effect of this type of
heterogeneity on fluid flow is also
significant in three dimensions. Because
the shale clasts and the quartzite pebbles
have close, but different, statistical
characteristics, a direct comparison of
two-dimensional vs  three-dimensional
effects is not possible with the mixture of
results obtained so far. For this reason, it
is intended to carry out two-dimensional
numerical simulations of flow through many
cross sections of the blocks used in the
physical experiments.  Then, two- and
three-dimensional effects can be related
directly for  the same statistical
characteristics of heterogeneity.

Conclusions

The effect of a particular type of
stochastic heterogeneity on the hydraulic
conductivity of sediments was studied using
an inverse approach based on numerical
simulations and physical experiments. The
heterogeneity consists of bodies of one
lithology embedded in a matrix of a
different lithology, with a strong contrast in
hydraulic conductivity between the two,
resulting in a bimodal and binary character.
The two-dimensional numerical simulations
were based on the heterogeneity
distribution in sixteen actual core-scale
regions containing shale clasts embedded
in a sand matrix. The three-dimensional
fluid flow experiments were performed for
cubes of sand containing quartzite
pebbles, set in a constant head permea-
meter.  Appropriately set boundary con-
ditions drove vertical or horizontal flow
through the region being modelled. The
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effective conductivity of the heterogeneous
region was calculated as the ratio between
the mean flux and the mean gradient
driving the flow.

The results of the modelling show that:

1. The effective conductivity of binary
systems consisting of irregularly
shaped and sized heterogeneities
randomly distributed in a homogen-
eous and isotropic matrix has a first
order dependence on the he-
terogeneity fraction and conductivity
contrast, a dependence which can be
described by a generalized weighted
mean model.

2. For structures containing stochastic
heterogeneities with a large aspect
ratio (> 0.1) and large conductivity
contrasts, the bounds of both hori-
zontal and vertical components of the
effective hydraulic conductivity can be
narrowed to the geometric average
and either the arithmetic or the
harmonic average, depending on the
connectedness of the more permeable
component.

3. The effective conductivity has a
second-order dependence on the
shape, aspect ratio, orientation and
distribution of heterogeneities in the
matrix.

4. The presence of stochastic hetero-
geneities in a homogeneous and iso-
tropic matrix creates anisotropy at
larger scales, which for sedimentary
rocks usually means a larger hori-
zontal than vertical effective con-
ductivity.

Future studies are needed to relate two-
to three-dimensional flow effects, and to
quantify the importance and role of
secondary factors such as heterogeneity
size, aspect ratio, shape and orientation, on
the effective value of hydraulic conductivity
of é)_imodally/binary heterogeneous porous
media.
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Use of Detailed Sedimentological Information for
the Assessment of Pumping and Tracer Tests
in a Shallow FIuvn Aquifer

by J.C. Herweijer and S.C. Young
Abstract

Methods were investigated to
provide a practical link between
traditional engineering measurement
tools such as pumping tests, and
geological information about aquifer
heterogeneity. A field experiment was
conducted in a strongly heterogeneous
unconfined aquifer, involving an
extensive program of aquifer and tracer
tests. As was expected, the
heterogeneity is reflected in the test
results. The sedimentological data
available for the 1-ha test site indicate
the existence of high hydraulic
conductivity lenses that are elongated
in a SW to NE direction. The storage
coefficients, as interpreted from the
pumping test, show a strong
dependence on the flow pattern
induced by pumping and the inter-
connectivity of high hydraulic
conductivity lenses between pumping
and observation wells. The tracer tests
show that the lenses are the main
conduit for the injected solutes and
confirm the validity of using the storage
coefficient to indicate connections
between wells.

Introduction

Many practicing hydrogeologists
intuitively realize that sedimentary
heterogeneity can dramatically influence
the pathway of contaminant movement
in sandy aquifers. Sedimentological
models, describing the depositional
history of the sands, are available, but
lack the quantitative information
necessary for a proper description of
groundwater flow. Pumping tests, the

main tool used to quantify flow
parameters, are considered
inappropriate to deal with heterogeneity,
because they are based on ideal
models that typically assume radial
symmetry, isotropy and infinite aquifers.
A detailed field experiment was
conducted with the aim to develop tools
for integrating qualitative
sedimentological information with
pumping-test data to predict solute-
transport behavior. The field
experiment was conducted by the
Tennessee Valley Authority (TVA),
contracted to the U.S. Air Force. A 1-ha
test site was selected and equipped
with a network of 37 fully penetrating
wells. The overall objective of the
ongoing project is to investigate aquifer
characterization methods in order to
improve techniques for contaminant
recovery from shallow aquifers.

In a typical heterogeneous sandy
aquifer, the pattern of high and low
hydraulic conductivity zones defines a
lenticular network which govern fluid
movement. A sedimentological model
provides a qualitative framework for
description of this network. Pumping
tests offer the opportunity for
quantification of hydraulic parameters.
However, highly idealized conceptual
models underlie all curve fitting
procedures. Thus, heterogeneity is
generally neglected. The curve
matching results in average aquifer
properties, which in general are suitable
for describing flow problems, but
insufficient for an accurate prediction of
solute transport. The deviations from
the theoretical curves, observed on the
field curves, and the inconsistent results
from different observation wells, add to
the uncertainty in the averaged
properties. Part of this uncertainty
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could be resolved by introducing extra
fitting parameters and mathematically
more complex solutions than the Theis
solution, such as delayed yield models.
In many instances, better curve fits are
possible; however, they are still based
on an over-simplified model. The
apparent increase in accuracy may be
deceiving.

This paper presents a field
procedure which links the description of
the sedimentary architecture of a
heterogeneous aquifer with the non-
uniform flow patterns. The results from
the field experiment show that pumping
tests yield information for the
quantitative assessment of lenticular
structures connecting the welis. The
tests involved are conventional muilti-
well pumping tests. Simple Theis curve
fits are used to obtain early time
storage coefficients for each
observation well. This allows mapping
of the non-uniform hydraulic
disturbance propagating through the
aquifer in response to the pumping
stress. The results of the tracer tests
confirm that the method can predict
solute-transport pathways from well to
well.

Location and Hydrogeological
Conditions

The project test site (Figure 1)
occupies 1 ha of the 25 ha of TVA's
Columbus Groundwater Research Test
Site on Columbus Air Force Base
(CAFB), Mississippi. The site is located
6 km east of the Tombigbee River and
2.5 km south of the Buttahatchee River.
The aquifer is composed of 11 m of
Pleistocene and Holocene fluvial
deposits primarily consisting of irregular
lenses of poorly-sorted to well-sorted
sandy-gravel and gravelly-sand.

Groundwater levels across the
Columbus Research Test Site have
been monitored since 1985. The water
table fluctuates from 2 to 3 m below
ground surface. The water-table
gradient ranges from 0.02 (low water
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table) to 0.05 (high water table). Strong
vertical hydraulic gradients, which are
related to the presence of
heterogeneities, have been observed in
several locations at the site. Rainfall at
the test site averages 144 cm annually.

Well Network and Field Experiments

The network of 37 wells installed at
the test site was designed using a
geostatistical optimization technique
(Herweijer and Young, 1990; Warrick
and Myers, 1987; Olea, 1984). This
optimization balanced several conflicting
objectives: 1. availability of information
on all scales from 1 to 50 m to
determine the spatial structure
(variogram); 2. sufficient coverage to
interpolate correctly areal data; and 3.
a radial distribution of observation wells
around the central Well 5 for
conducting aquifer tests. The well
network is shown in Figure 2 (inter-well
distances range from 2 to 75 m).

The aquifer testing program
included several large-scale and small-
scale pumping tests. The large-scale
tests, lasting 6 days, involved pumping
of a central well while monitoring water
levels at distances of 4 to 30 m. The
small-scale tests, lasting 2 hr, involved
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Figure 2. Well Network at the Test Site.

well clusters consisting of one pumping
well and several observation wells
within a radius of 6 m. This program
was aimed at investigating the
sensitivity of the calculated hydraulic
conductivities and storage coefficients
to different lenticular structures
connecting the pumping and
observation wells.

A series of tracer tests was then
conducted to investigate in greater
detail flow patterns between wells.
These consisted of: 1. two three-
dimensional tests injecting tracer in one
well and withdrawing from four closely
spaced (3 to 8 m) wells; 2. seven tests
utilizing injection-withdrawal well pairs 8
to 20 m apart; and 3. a large-scale
three-dimensional test injecting in the
central well and withdrawing from four
wells located at 35 m.

Additionally, single-well pumping
tests were conducted in each well
within the network. During these tests,
borehole flowmeter measurements were
made at 0.3-m intervals using a highly
sensitive electromagnetic device (Young
and Pearson, 1990). A profile of the
hydraulic conductivity in the borehole
was obtained by proportioning the total
estimated transmissivity using flow rates
in each layer (see e.g. Molz et al.,

1989). The borehole flowmeter results
thus provide basic information on the
hydraulic conductivity of the different
strata, serving as an indicator of
heterogeneity.

This data set, reported by Young
(1990a,b), provides hydraulic
conductivity values representing a
range from small-scale heterogeneities
to large-scale average aquifer
properties. It provides quantitative
hydraulic data in conjunction with the
three-dimensional geometric data
resulting from the sedimentological
model discussed in the next section.
The tracer tests serve as a benchmark
to assess the impact of this approach
on the solute transport behavior.

Sedimentological Model of the Test
Site

The test site is located in an alluvial
valley of the Tombigbee River. The
valley is filled with coarse-grained,
gravelly, fluvial sands that were
deposited during the Pleistocene and
Holocene. Aerial photographs clearly
show deposits of a former river
meander. The test site lies on the inner
edge of this channel, the pointbar. The
upper 3 m of the aquifer are exposed in
gravel pits near the site and are
described by Rehfeldt et al. (1989) as a
heterogeneous architecture of sand and
gravel lenses ranging in length from
1mto8m.

Muto and Gunn (1986) present a
comprehensive description of the
depositional history of the entire
Tombigbee Valley. They based their
interpretation on numerous field data
including trenches, core holes and
aerial photographs. According to this
work, braided streams dominated the
area during the Pleistocene. Larger
meandering streams developed during
the end of the Pleistocene, occasionally
cutting deeply into the older deposits.

Depositional models for the sands at
the test site were evaluated in order to
characterize the occurrence and
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dimensions of gravel lenses and clay
drapes. Given the regional model of
Muto and Gunn (1986) and the more
localized data, two depositional models
will be emphasized: deposition on the
pointbar of a meandering stream, and
braided stream deposition.

Pointbar Deposition

Classically, a well established model
exists for the sedimentation of sands on
the pointbar (the inner meander bend).
The grain size of the deposited sands
trends from medium coarse to very fine
at a distance from the channel. Due to
outward channel migration, a typical
vertical sequence at a specific location
shows a fining upward trend, with clay
drapes occurring in the top half of the
sequence. An extensive review of
pointbar deposition is provided by
Reading (1986).

The grain size of the gravelly sands
at the test site, of which the upper half
evidently were deposited on a pointbar,
is coarser than would be predicted by
the classical pointbar model. The
observed abrupt changes in the vertical
sequence and the absence of the
typical fining upward trend, point to
more catastrophic depositional events.
Such events resuit in an uneven sand
distribution and more chaotic
occurrence of gravel lenses and clay
drapes (Collinson and Thompson,
1989).

Figure 3 shows a cross section (A)
and an aerial view (B) of two modern
pointbars of the Amite River in
Louisiana that have been described by
McGowen and Garner (1871). The
cross section shows a three tier
system: channel floor, lower pointbar
and upper pointbar. At low water stage
only the channel and a small part of the
lower pointbar is active and under
water. In compliance with the classical
pointbar model, coarse sand is
deposited in the channel and finer sand
is deposited on the part of the lower
pointbar which is active.
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During the infrequent high water
(flood) stage, the entire pointbar
becomes active. Small chute channels
suddenly break through the upper
pointbar as catastrophic events,
depositing very coarse gravelly material
as chute bars, shown in the left of
Figure 3B. When the flood recedes, the
chute channels are abandoned and,
from the stagnant water in these chute
channels, a clay drape is deposited.

The dimensions of chutes are given
by McGowen and Garner (1971) as
follows: depth 1.2 to 1.5 m; width 5 to
7 m; length 30 to 150 m. Levey (1978),
who investigated similar sediments from
the Upper Congaree River in South
Caroling, indicates the following
dimensions for chute channels: depth
0.3 to 1 m; width 3 m; and for chute
bars: width 2 to 8 m; length 10 m to
100 m. It is clear that on the scale of
the project test site, these deposits are
major heterogeneities with a large
potential impact on groundwater flow
and contaminant transport.

Braided River Deposits

The lower half of the aquifer is better
represented by a braided stream
model. This model implies an irregular
pattern of coarse gravelly lenses
deposited as braid bars at high flow
stage, alternating with finer sediments,
deposited in the channels at low flow
stage. Detailed studies of braided
stream deposits are less common than
those of pointbars (Reineck and Sing,
1986). Levey (1978) points out the
similarities between chute channel and
bar deposition on the upper pointbar,
and braided stream deposition. This
supports the gradual transition at the
test site from coarse grained pointbar
sediments to braided stream sediments.

The rapidly changing bar and
channel patterns result in units which

. are laterally smaller than the chute

channels and chute bars discussed
earlier. As a result, groundwater flow
and contaminant transport will be less
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impacted by these heterogeneities.

Implications for a Heterogeneous Aquifer
Model

The coarse-grained pointbar
depositional model for the upper part of
the aquifer implies a trend from coarse
gravelly sediments in the NW, in the
vicinity of the former channel, to slightly
finer material in the center and SE area
of the site. However, elongated coarse-
gravel lenses do occur in the center
and SE of the site in the form of chute
channels and chute bars. From the
meander direction it can be inferred that
these lenses are oriented SW to NE.
The sedimentological model predicts
that the lenses are longer than 10 m,
and 2 to 7 m wide. The lenses can be
capped and tailed (to the NE) by thin
clays. '

Because the position of the bars
and channels is less stable than in
meandering river deposits, the braided
stream model for the lower half of the
aquifer predicts a more regular
structure of alternating gravelly lenses
(braid bars) and clay/silt infills of the
braided channels. These lenses should
be laterally less extensive than in the
upper part of the aquifer.

Pumping Tests

Figure 4 shows the drawdown
curves that were observed for one of
the large-scale pumping tests. The fact
that the aquifer is unconfined and some
of the curves are slightly S-shaped,
suggests that the delayed yield concept
could be applicable. However, the
irregular shape of the curves and the
differences between curves at the same
radial distance from the pumping well
point to the presence of heterogeneity.
Therefore the data assessment should
incorporate the sedimentological
knowledge about the presence of high
hydraulic conductivity lenses, rather
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Figure 4. Drawdown Curves Observed
for Long Duration Pumping Test.

than focussing on the fitting of a
theoretical curve based on an idealized
homogeneous model. The next sections
discuss how the heterogeneous
lenticular structure interferes with the
classical delayed yield concept.

Delayed Yield

During the pumping of an
unconfined aquifer, water is first
released from elastic storage and, after
a delay, water is released from a
second storage. This delayed yield
phenomenon has been extensively
described (e.g. Neuman, 1978). The
second storage, the specific yield, is
considered to be the drainable pore
volume of the aquifer between the
original water table and the water table
at steady-state pumping. Steady-state
vertical flow occurs only during late
pumping and only then is this second
storage fully drained. The drawdown
curve is typically S-shaped, with the
horizontal segment representing the
transitional phase between the flow
regimes.

For homogeneous unconfined
aquifers, Streltsova (1972) and Neuman
(1972) presented a well defined



physical concept to describe delayed
yield. The approximation of Streltsova
(1972) implies that the unconfined
aquifer can be simulated by an aquitard
overlying a confined aquifer. The
aquitard has zero transmissivity and a
storage coefficient equal to the specific
yield. The vertical resistance of the
aquitard is smaller, by a factor of three,
than the vertical resistance of the
aquifer. The solution of Neuman (1972)
is more complex: the vertical resistance
of the aquitard varies as a function of
the distance to the pumping well. The
latter corrects for the fact that the
vertical trajectory varies at different
distances from the pumping well. The
solution of Neuman (1975) describes
the anisotropic case. Type curves are
provided to determine the horizontal
and vertical hydraulic conductivity of the
aquifer, the latter mainly based on the
platform part of the S-shaped curve.

Pumping an Aquifer with a Lenticular
Architecture

Obviously, individual drawdown
curves could be fitted using theoretical
curves generated using one of the
above described analytical solutions for

K = Hydraulic Conductivity

delayed yield. As a result of
heterogeneity, different observation
wells would give different values for
transmissivity, elastic storage, specific
yield, and vertical hydraulic conductivity.
However, these results do not address
the important issue of high hydraulic
conductivity lenses connecting wells, as
outlined by the sedimentological
analysis. A more correct interpretation
of the observed drawdowns in different
wells requires that the flow field in a
heterogeneous aquifer be considered.
Figure 5 shows an example of a
lenticular heterogeneous aquifer. Fully
screened wells penetrate lenses of very
high hydraulic conductivity (K1, e.g. a
chute channel) and moderately high
hydraulic conductivity (K2, e.g. a chute
bar deposit). Both hydraulic
conductivities K1 and K2 are high
relative to K3 (e.g. medium-fine pointbar
deposits).

When pumping Well B (Figure 5),
most of the water will be drawn out of
the high hydraulic conductivity (K1)
lenses. Nearly instantaneous
drawdown will be observed in Well A,
which is connected to Well B by one of
these lenses, because water is released
from elastic storage in the lens.

K1>>K2>K3>>K4

Figure 5. Fictitious Crossection of a Schematic Lenticular Aquifer.
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A storage coefficient based on
analyzing the early / part of the curve is
on the order of 10 (the elastic storage
coefficient). After a delay, a hydraulic
gradient will be established, resulting in
vertical and lateral flow toward the lens
as the rest of the aquifer is drained
during late time. A storage coefficient
based on analyzing the late time part of
the drawdown curve is approximately
10™' and represents the specific yield.
The overall drawdown curve will show
the transition phase, comparable to the
S-shaped delayed yield curve.

Well C, at the same distance from
Well B as Well A, is not connected by a
lens to Well B. Thus the water level in
Well C does not respond to pumping of
Well B as quickly as in Well A.
However, because a lens connected to
the pumping Well B is rather close, the
quick water level response through this
lens can still be felt in Well C.

Therefore analyzing the early part of the
curve gives a storage coefficient greater
than the elastic storage coefficient but
smaller than the specific yield.

Wells D and E are at a large
distance from the pumping well. Even
lenses of considerable size do not
connect them to the pumping Well B.
Thus, no rapid response is observed in
Wells D and E. Therefore, analyzing
the early part of the drawdown curve
gives a storage coefficient on the order
of the specific yield.

The transition between release of
water from elastic storage and the
release from the drainable pore volume
is a function of the connection between
the pumping and observation well.
Given the irregular pattern of
connecting lenses and hydraulic
conductivities, this transition will vary
between different well pairs and not
always be sharp. As a result, the
observed drawdown curves are not
perfectly S-shaped (Figure 4), especially
for wells at a relatively large distance.
They show a cascade of transitional
phases, reflecting a structure of multiple
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lenses connecting the pumping and
observation wells.

Interpretation of the Fleld Data

A simple approach for curve
analysis was chosen to analyze the
transitional flow field resulting from the
heterogeneous architecture. Drawdown
curves were fitted, based on the Theis
formula including Jacob's correction for
the transmissivity decrease when
pumping an unconfined aquifer.
Different portions of the curve were
analyzed to deal with the flow field
changing over time. Figure 6 shows
the results of fitting portions of the
curve (the first 2000, 10000, 50000,
100000, and 250000 s).

The transmissivity values cover a
normal range for the average aquifer
material when the drawdown curves are
analyzed for time > 10000 s. The
storage coefficient ranges from 107
which is a 'normal' value for an
unconfined aquifer (specific yield), to
10 which is more typical for a
confined aquifer. Ali values in the 10
range were obtained when fitting the
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drawdown curve for the first 10000 s.
Wells 14, 17 and 20, for which these
low storage coefficients were obtained,
are interpreted to be connected by a
high hydraulic conductivity lens to the
pumping Well 5. The other wells have
less permeable connections to the
pumping Well 5.

Figure 7 shows the distance
between the pumping well and monitor
well vs the storage coefficient. All
existing drawdown curves, from the
large- and small-scale test, were used.
For the longer tests, the first 10000 s of
the drawdown curve were analyzed; the
small-scale tests lasted 7000 s.

The diagonal line in Figure 7
represents, at each distance, the
maximum 'delayed yield' effect of the
lenticular aquifer architecture. For
distances > 20 m the storage
coefficient is > 10°. This indicates that
high hydraulic conductivity lenses
having a length > 20 m do not exist
between any of the well pairs. The
vertical line in Figure 7 shows that, for a
distance of 4 m, the whole range of
value